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INDUCTIVE METHODS FOR

HARDY INEQUALITY ON TREES

A.I. PARFENOV

Abstract. We study the Hardy inequality on at most countable rooted tree. The main
known criteria in the lower–triangle case for this inequality are two Arcozzi–Rochberg–
Sawyer criteria and the capacity criterion. In the survey we show that these two criteria are
connected with the criteria for the Hardy inequalities for the sequences, for the Hardy
inequality on an interval of the real axis and for the trace inequalities with the Riesz
potentials. We provide the examples from the literature, when the trace inequality or
another statement is characterized in terms of the validity of the Hardy inequality on the
tree. We simplify two known proofs of the Arcozzi–Rochberg–Sawyer criteria, which are
based on the Marcinkiewicz interpolation theorem and on the capacity criterion. We provide
new proofs for Arcozzi–Rochberg–Sawyer criteria, which are based on the induction in the
tree, the inductive formula for the capacity and the formula of integration by parts. The
latter of the proofs is written for the Hardy inequality on the tree with a boundary and for
the Hardy inequality over the family of all binary cubes. In the diagonal case this proof
provides an optimal constant 𝑝, which coincides with the Bennett constant in the Hardy
inequality for the sequences. In the general case we provide a few new inductive criteria
for the validity of the Hardy inequality in terms of the existence of a family of functions
satisfying an inductive relation. One of these criteria is applied in the proof of a theorem
containing additional equivalent conditions for the validity of the Hardy inequality on the
trees in the diagonal case.

Keywords: two–weight inequality, rooted tree, Hardy inequality.

Mathematics Subject Classification: 05C05, 31C20, 47A30

1. Introduction

Let 𝑇 be at most countable tree. This means that an antireflexive (𝑥 ̸∼ 𝑥) and symmetric
(𝑥 ∼ 𝑦 ⇔ 𝑦 ∼ 𝑥) relation ∼ is given on at most countable set 𝑇 ̸= ∅ and this relation is so
that for each 𝑥, 𝑦 ∈ 𝑇 there exists a unique set (𝑥𝑖)

𝑛
𝑖=0 (𝑛 ⩾ 0) of mutually disjoint points in 𝑇

with the properties

𝑥0 = 𝑥 & 𝑥𝑛 = 𝑦 & 𝑥𝑖 ∼ 𝑥𝑖+1 (0 ⩽ 𝑖 < 𝑛).

The set (𝑥𝑖)
𝑛
𝑖=0 is denoted by [𝑥, 𝑦].

Choosing a point 𝑜 in 𝑇 , we obtain a rooted tree (𝑇, 𝑜). The relation

𝑥 ⩽ 𝑦 ⇔ 𝑥 ∈ [𝑜, 𝑦]

defines a partial order ⩽ on 𝑇 with the least element 𝑜. On functions 𝑓 : 𝑇 → R we define a
Hardy operator ℐ by the formula

ℐ𝑓(𝑥) =
∑︁
[𝑜,𝑥]

𝑓 =
∑︁
𝑤∈[𝑜,𝑥]

𝑓(𝑤).
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The present paper is devoted to Hardy inequality on a tree:

(∃𝐴 ⩾ 0) (∀𝑓 : 𝑇 → [0,∞))

(︂∑︁
𝑇

𝑢[ℐ𝑓 ]𝑞
)︂1/𝑞

⩽ 𝐴

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

. (1.1)

It is determined by the numbers 1 < 𝑝 <∞ and 1 < 𝑞 <∞ and by the functions 𝑢 : 𝑇 → [0,∞)
and 𝑣 : 𝑇 → (0,∞). The choice 𝑓 = 𝜒{𝑜} indicates that (1.1) can hold only as∑︁

𝑇

𝑢 <∞,

and this is assumed in what follows. Apart of the notations 𝑇 , 𝑥 ∼ 𝑦, [𝑥, 𝑦], 𝑜, 𝑥 ⩽ 𝑦, ℐ𝑓 , 𝑝, 𝑞,
𝑢 and 𝑣, without additional comments in the paper we use the following notations:

𝑝′ = 𝑝/(𝑝− 1) (is an adjoint exponent),

𝑃𝑥 = [𝑜, 𝑥] =
{︀
𝑤 ∈ 𝑇 : 𝑤 ⩽ 𝑥

}︀
(are predecessors of 𝑥 or 𝑥),

𝑅𝑥 =
{︀
𝑦 ∈ 𝑇 : 𝑥 ∼ 𝑦 & 𝑥 ⩽ 𝑦

}︀
(are descendants of 𝑥),

𝑆𝑥 =
{︀
𝑦 ∈ 𝑇 : 𝑥 ⩽ 𝑦

}︀
(are descendants of 𝑥 or 𝑥),

𝑈(𝑥) =
∑︁
𝑆𝑥

𝑢, 𝑉 (𝑥) =
∑︁
𝑃𝑥

𝑣1−𝑝
′
, 𝐵(𝑥) =

∑︁
𝑆𝑥

𝑈𝑝′𝑣1−𝑝
′
,

𝐶 = sup
𝑇
𝐵1/𝑝′𝑈−1/𝑞′ , 𝐷 = sup

𝑇
𝑈1/𝑞𝑉 1/𝑝′ ,

ℰ =
{︀
𝐸 ⊂ 𝑇 : (∀𝑥 ∈ 𝐸) 𝑆𝑥 ⊂ 𝐸

}︀
.

For a set 𝐸 ⊂ 𝑇 by 𝐸min we denote the set of all minimal elements in 𝐸, while by 𝜒𝐸 we denote
the characteristic function of 𝐸. The indeterminate form 0 · ∞ (including the indeterminate
forms 0/0 and ∞/∞) is treated as 0 ·∞ = ∞·0 = 0 as it is conventional in the theory of Hardy
inequalities. In particular, 𝐶 = 0 if 𝑢 ≡ 0. Sometimes inequality (1.1) will be considered as
𝑝, 𝑞 ∈ (0,∞) when the definitions 𝑃𝑥, 𝑅𝑥, 𝑆𝑥, 𝑈(𝑥), ℰ , 𝐸min and 𝜒𝐸 make sense.
For a tree 𝑇 = N = {1, 2, . . . } with the adjacency relation

𝑛 ∼ 𝑘 ⇔ 𝑛− 𝑘 = ±1

and the root 𝑜 = 1 inequality (1.1) becomes(︂ ∞∑︁
𝑛=1

𝑢𝑛

(︂ 𝑛∑︁
𝑘=1

𝑎𝑘

)︂𝑞)︂1/𝑞

⩽ 𝐴

(︂ ∞∑︁
𝑛=1

𝑣𝑛𝑎
𝑝
𝑛

)︂1/𝑝

, (1.2)

where 𝑢𝑛 = 𝑢(𝑛) ⩾ 0, 𝑣𝑛 = 𝑣(𝑛) > 0, and 𝐴 ⩾ 0 is independent of the numbers 𝑎𝑛 = 𝑓(𝑛) ⩾ 0.
Inequality (1.2) possesses a continuous analogue(︂ 𝑏∫︁

0

(︂ 𝑥∫︁
0

𝑓 𝑑𝑡

)︂𝑞
𝑤1(𝑥) 𝑑𝑥

)︂1/𝑞

⩽ 𝐴

(︂ 𝑏∫︁
0

𝑓𝑝(𝑥)𝑤2(𝑥) 𝑑𝑥

)︂1/𝑝

, (1.3)

where 0 < 𝑏 ⩽ ∞, functions 𝑤1, 𝑤2 and 𝑓 are measurable on (0, 𝑏), 𝑤1 ⩾ 0, 𝑤2 > 0, while the
number 𝐴 ⩾ 0 is independent of 𝑓 ⩾ 0. Inequalities (1.2) and (1.3) often appear in the analysis
and their theory is well–developed.
Estimate (1.1) is most studied in the lower–triangle case 1 < 𝑝 ⩽ 𝑞 < ∞. The main results

are capacity criterion (Lemma 4.3) and the following Arcozzi–Rochberg–Sawyer criteria:

if 1 < 𝑝 ⩽ 𝑞 <∞, then (1.1) ⇔ 𝐶 <∞; (1.4a)

if 1 < 𝑝 < 𝑞 <∞, then (1.1) ⇔ 𝐷 <∞. (1.4b)
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The criterion for 𝑝 = 𝑞 and a binary tree 𝑇 from work [1] by the author can be regarded as
a multiplicative form of criterion (1.4a). Criterion (1.4a) was first proved in [2, Thm. 3] by
estimating the distribution function

𝑡 ↦→
∑︁

{ℐ𝑓>𝑡}

𝑢

of the function ℐ𝑓 in terms of so–called good–𝜆 inequalities. Later the same authors for the
case 𝑝 = 𝑞 and a tree with a boundary 𝑇 ∪𝜕𝑇 provided simpler arguing by using Marcinkiewicz
interpolation theorem (see [3, § 3], [4, 5.4.1]) and the capacity criterion [4, Thm. 43]. In work
[5] criterion (1.4a) for 𝑝 = 𝑞 = 2, 𝑣 ≡ 1 and one–dimensional binary tree 𝑇 was reproved
by means of Bellman functions method. Criterion (1.4b) was first proved in [2, Thm. 4] by
reducing to criterion (1.4a) by means of a good–𝜆 inequality. Criterion (1.4b) was reproved in
preprint [6] by using work [7].
The author does not know a convincing comparison of the described results with the previous

ones. In works [6]–[8] and book [9] the capacity criterion is given without the capacity termi-
nology and without mentioning capacity criteria for the trace inequalities. Inequality (1.1) for
𝑝 = 𝑞 and binary tree 𝑇 was employed in a series of works by the author, see [1], [10], [11]
and the references in [11], under the name “discrete weight inequality”, but it has never been
considered in the general context of trees. The comments on the capacity criterion and criteria
(1.4) in works [2], [4], [12] are more appropriate, but they are mostly moved to the theory of
spaces of analytic functions, and in our opinion, they should be completed. The latter is the
first aim of this paper.
The second aim of the paper is to try the induction in the tree for Hardy inequality (1.1). In

this method one first formulates a statement depending on 𝑥 ∈ 𝑇 on a rooted tree (𝑆𝑥, 𝑥), which
for 𝑥 = 𝑜 coincides with the required result. Then in this statement one makes an induction
in decreasing the length of the chain [𝑜, 𝑥]. The base of the induction is that the statement is
true for sufficiently long chains [𝑜, 𝑥], which is ensured by some approximation of the original
problem. The induction transition shows that the discussed statement is true for 𝑥 if it is true
for all elements of the set 𝑅𝑥. The inductive transition is usually based on an easily verified
identity

𝑆𝑥 = {𝑥} ∪
⋃︁
𝑦∈𝑅𝑥

𝑆𝑦 (the unions are disjunctive).

For instance, the arguing with the Bellman functions in [13, § 1] can be written in the inductive
form. A.A. Vasil’eva in [7] used the induction in tree for (1.1) in combination with the inductive
formula for the capacity from [8], see formula (4.4) below.
The third aim of the paper is to provide new proofs of criteria (1.4). We hope that this

improves the coherence of the theory of the Hardy inequality and it can be useful in close
situations. As an example of the latter, we mention the Hardy inequality on Cartesian products
of one–dimensional binary trees [12], [14], which are not trees.
A strictly upper–triangle case 1 < 𝑞 < 𝑝 <∞ in the paper is not studied due to its features

and it requires an independent study. In this case the criteria of validity of inequalities (1.1)–
(1.3) and the trace inequalities are usually of form of convergence for some series or integral
(and not the finiteness of some supremum as in (1.4)) and they often admit generalizations for
the case 𝑝 > 1, 0 < 𝑞 < 𝑝, see [15, Thm. 1] and publications [16]–[20].
The structure of the work is as follows. In Section 2 we describe the criteria for inequalities

(1.2), (1.3) and for trace inequalities adjacent to the capacity criterion and criteria (1.4). In
Section 3 we prove three inductive criteria of validity of inequality (1.1) and after that a theorem
on the diagonal case 𝑝 = 𝑞 is established. The theorem states the equivalence of inequality
(1.1), a condition from work [1] (in a simplified form), the condition 𝐶 <∞ and a new condition
of inductive type. In Section 4 we simplify two known proofs of criterion (1.4a) and give new
proofs for criteria (1.4); sometimes we also provide known simple calculations. In concluding



INDUCTIVE METHODS FOR HARDY INEQUALITY ON TREES 39

Section 5 we prove versions of criteria (1.4) for a tree with a boundary 𝑇 ∪ 𝜕𝑇 and for a binary
family 𝒟; we also establish a couple of statements from Section 2.

2. On criteria adjacent to capacity criterion

and Arcozzi–Rochberg–Sawyer criteria

We first briefly describe the history of Hardy inequalities (1.2) and (1.3) in the lower–triangle
case 𝑝 ⩽ 𝑞. A detailed exposition was given in book [19].
A simplest Hardy inequality

∞∑︁
𝑛=1

(︂
1

𝑛

𝑛∑︁
𝑘=1

𝑎𝑘

)︂2

⩽ 𝐴2

∞∑︁
𝑛=1

𝑎2𝑛

follows from the inverse Hölder inequality and Hilbert inequality (1906), which states the bound-
edness of a form with a matrix

(︀
1

𝑛+𝑘

)︀∞
𝑛,𝑘=1

in the space of sequences ℓ2. A long story of an

independent derivation of this inequality with an optimal constant was provided in the Ap-
pendix to [19]. In classical book [21] there were obtained particular cases of inequality (1.2)
(Theorems 326 and 339) and of inequality (1.3) (Theorems 327, 330 and 340).
The problem of characterization of pair of functions (𝑤1, 𝑤2) with property (1.3) in the

lower–triangle case 1 < 𝑝 ⩽ 𝑞 <∞ is resolved by the criterion

(1.3) ⇔ sup
𝑟∈(0,𝑏)

(︂ 𝑏∫︁
𝑟

𝑤1(𝑥) 𝑑𝑥

)︂1/𝑞(︂ 𝑟∫︁
0

𝑤1−𝑝′
2 (𝑥) 𝑑𝑥

)︂1/𝑝′

<∞. (2.1)

For 𝑝 = 𝑞 = 2 and 𝑤2 ≡ 1 this criterion was proved in [22], while for 𝑝 = 𝑞 this was done in
[23], [24] and also in a series of published and unpublished works at the same time, see [19,
Ch. 4]. In full generality criterion (2.1) was proved by Walsh [25] and the formulation of the
problem covers both inequalities (1.2) and (1.3). Walsh represented the kernel 𝜒{𝑥>𝑡} of the
Hardy operator as the produce of two kernels and applied a version of the Schur test. Analogue
of (2.1) for inequality (1.2) reads as

(1.2) ⇔ 𝐷 = sup
𝑛∈N

(︂ ∞∑︁
𝑘=𝑛

𝑢𝑘

)︂1/𝑞(︂ 𝑛∑︁
𝑘=1

𝑣1−𝑝
′

𝑘

)︂1/𝑝′

<∞. (2.2)

Criteria (2.1) and (2.2) were reproved by a series of authors.
Later other equivalent conditions ensuring the validity of inequalities (1.2) and (1.3) were

found. For instance, in [26] the following criterion was given:

(1.2) ⇔ 𝐶 <∞ ⇔ 𝐷 <∞ ⇔ 𝐷1 <∞, (2.3)

𝐷1 = sup
𝑛∈N

(︂ 𝑛∑︁
𝑘=1

𝑢𝑘𝑉
𝑞(𝑘)

)︂1/𝑞

𝑉 −1/𝑝(𝑛) for 𝑉 (𝑛) =
𝑛∑︁
𝑘=1

𝑣1−𝑝
′

𝑘 .

For inequality (1.3) with 𝑝 = 𝑞 the analogues of conditions 𝐶 < ∞ and 𝐷1 < ∞ were used in
works [27] and [24], respectively.
Concerning the Hardy inequality on tree (1.1), usually it implicitly or directly appears in

discretization of the embedding of the Sobolev space (or a similar space of analytic functions)
into the weighted space 𝐿𝑞. As the theory of such embeddings developed, on the one hand,
there appeared criteria similar to the criteria for the validity of inequality (1.1), and on the
other hand, there appeared theorems appeared involving (1.1) explicitly. Let us dwell on these
two aspects in the lower–triangle case.
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1) We consider model embeddings of the aforementioned type (called trace inequalities):

(∀𝑢 ∈ 𝐶∞
0 (R𝑛))

(︂∫︁
R𝑛

|𝑢|𝑞 𝑑𝜇
)︂1/𝑞

⩽ 𝐴0

(︂∫︁
R𝑛

|∇𝑙𝑢|𝑝 𝑑𝑥
)︂1/𝑝

, (2.4)

(∀𝑓 ∈ 𝐿𝑝(R
𝑛))

(︂∫︁
R𝑛

|𝐼𝑙𝑓 |𝑞 𝑑𝜇
)︂1/𝑞

⩽ 𝐴1

(︂∫︁
R𝑛

|𝑓 |𝑝 𝑑𝑥
)︂1/𝑝

. (2.5)

Here 𝑛 ⩾ 2, 𝜇 is a measure in R𝑛 (a non–negative countably additive function on the Borel
𝜎–algebra, which is finite on compact sets), 𝐴𝑖 are constants, 𝑙 ∈ [1, 𝑛/𝑝) is integer, ∇𝑙𝑢 is the
set of all partial derivatives of the function 𝑢 of order 𝑙, 𝑑𝑥 is the Lebesgue measure,

𝐼𝑙𝑓(𝑥) =

∫︁
R𝑛

|𝑥− 𝑦|𝑙−𝑛𝑓(𝑦) 𝑑𝑦 (is the Riesz potential).

In (2.5) we mean that for each 0 ⩽ 𝑓 ∈ 𝐿𝑝(R
𝑛) the integral 𝐼𝑙𝑓 converges almost everywhere

with respect to the measure 𝜇 and this allows us to define 𝐼𝑙 on 𝐿𝑝(R
𝑛).

Sobolev integral representation [20] yields the implication (2.5) ⇒ (2.4). The opposite im-
plication can be proved by using the density of 𝐶∞

0 (R𝑛) in 𝐿𝑝(R
𝑛), a smooth cut–off function

and Mikhlin theorem on Fourier multipliers [20]. This is why we shall consider trace inequality
(2.5) and for the generality we assume that 𝑛 ⩾ 1, while the number 𝑙 ∈ (0, 𝑛/𝑝) is real.
In 60s 70s of XXth century Mazya, Adams and Dahlberg established that condition (2.5) is

equivalent to each of the following conditions:

(∀𝐾)

(︂∫︁
R𝑛

(𝐼𝑙𝜇𝐾)
𝑝′ 𝑑𝑥

)︂1/𝑝′

⩽ 𝐴2𝜇(𝐾)1/𝑞
′
, (2.6)

(∀𝑓 ∈ 𝐿𝑝(R
𝑛)) sup

𝑡>0
𝑡𝜇({𝑥 : |𝐼𝑙𝑓(𝑥)| ⩾ 𝑡})1/𝑞 ⩽ 𝐴3

(︂∫︁
R𝑛

|𝑓 |𝑝 𝑑𝑥
)︂1/𝑝

, (2.7)

(∀𝐾) 𝜇(𝐾)1/𝑞 ⩽ 𝐴4

⎛⎝inf

⎧⎨⎩
∫︁
R𝑛

𝑓𝑝 𝑑𝑥 : 𝑓 ⩾ 0 & (𝐼𝑙𝑓)
⃒⃒
𝐾
⩾ 1

⎫⎬⎭
⎞⎠1/𝑝

, (2.8)

see Theorem 7.2.1 in [28]. Here 𝐾 is a compact set in R𝑛, 𝜇𝐾(𝑋) = 𝜇(𝐾 ∩𝑋) and

𝐼𝑙𝜇𝐾(𝑥) =

∫︁
R𝑛

|𝑥− 𝑦|𝑙−𝑛 𝑑𝜇𝐾(𝑦).

The infimum in (2.8) is called the capacity of the set 𝐾, and the criterion (2.5) ⇔ (2.8) is
similar to the capacity criterion from Lemma 4.3. As 𝑝 < 𝑞 in (2.8), by Adams theorem ([20]
or [28]) we can restrict ourselves by closed balls 𝐾 and this is similar to criterion (1.4b).
The results of the previous paragraph were applied in work [29] for a capacity characterization

of the embedding of the Dirichlet space on the circle |𝑧| < 1 into the space 𝐿2(𝜇) and for
describing the multipliers of the Dirichlet space.
In 80s and 90s of XXth century there appeared new criteria for the validity of conditions

(2.5)–(2.8) in the complicated case 𝑝 = 𝑞. In work [30] Kerman and Sawyer showed that in
condition (2.6) one can restrict himself by balls 𝐾. In [16, Sect. 2] there was reproduced the
proof from [28] for the equivalence of conditions (2.5)–(2.8) (as 𝑝 = 𝑞) and there was given
a simpler than in [31] derivation of the equivalence of conditions (2.5)–(2.8) and each of the
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following conditions:∫︁
𝐾

(𝐼𝑙𝜇𝐾)
𝑝′ 𝑑𝑥 ⩽ 𝐴𝑝

′

5 𝜇(𝐾) for each ball 𝐾, (2.9)

𝐼𝑙[(𝐼𝑙𝜇)
𝑝′ ] ⩽ 𝐴𝑝

′

6 𝐼𝑙𝜇 <∞ almost everywhere in (R𝑛, 𝑑𝑥), (2.10)

condition (2.5) is true for the measure (𝐼𝑙𝜇)
𝑝′𝑑𝑥 instead of 𝑑𝜇, (2.11)

see also [20, Sect. 11.5]. In [16, Sect. 3] by means of the Wolff inequality it was shown that
conditions (2.5)–(2.11) are equivalent to the estimate∑︁

𝑄∈𝒟 : 𝑄⊂𝑃

𝜇(𝑄)𝑝
′
ℓ
𝑝′(𝑙−𝑛)+𝑛
𝑄 ⩽ 𝐴𝑝

′

7 𝜇(𝑃 ) for each cube 𝑃 ∈ 𝒟. (2.12)

Here 𝒟 is the family of all binary cubes in R𝑛:

𝒟 =
{︀
𝑄 ⊂ R𝑛 : 𝑄 = [0, 2𝑎)𝑛 + 2𝑎𝑎⃗ for some 𝑎 ∈ Z and 𝑎⃗ ∈ Z𝑛

}︀
,

and ℓ𝑄 = 2𝑎 is the side length of the cube 𝑄.
It will be shown in Section 5 that as supp𝜇 ⊂ 𝐾 ∈ 𝒟, condition (2.12) is an analogue of

condition 𝐶
⃒⃒
𝑝=𝑞

<∞ for one Hardy inequality on a tree with a boundary 𝑇 ∪𝜕𝑇 for 𝑇 = 𝒟(𝐾),

where

𝒟(𝐾) =
{︀
𝑄 ∈ 𝒟 : 𝑄 ⊂ 𝑜 = 𝐾

}︀
(2.13)

and 𝑄1 ⩽ 𝑄2 ⇔ 𝑄1 ⊃ 𝑄2, and this is why (2.5) and (2.12) are equivalent to this Hardy
inequality. Similarly, for general 𝜇 conditions (2.5) and (2.12) are equivalent to some Hardy
inequality on 𝒟. Thus, as close predecessors of Arcozzi–Rochberg–Sawyer criteria (1.4) we can
regard criterion (2.3), Adams theorem and the equivalence between (2.5) and a group of similar
conditions: (2.6), Kerman and Sawyer condition, (2.9), (2.10) and (2.12).
2) The author knows the following situations, in which the Hardy inequality on a tree ap-

peared explicitly in studies and not independently but as being involved in some other criteria.
2a) In [4, Rem. 35] for a Riesz potential on a bounded Ahlfors regular metric space 𝑋 there

was mentioned an analogue of a statement in a few lines above on the equivalence of the trace
inequality and the Hardy inequality on 𝑇 ∪ 𝜕𝑇 . As 𝑇 one takes a binary decomposition of the
space 𝑋 in [32], which is similar to the family 𝒟(𝐾) for the case 𝑋 = 𝐾 ∈ 𝒟.
2b) In [2, Prop. 5], [3, Thms. 20, 23] and [17, Thm. 2.5] there was established an equivalence

between the Hardy inequality and embeddings of spaces of analytic functions into the spaces
𝐿𝑞(𝜇) (such measures 𝜇 are called Carleson ones). In preprint [12] there is a similar statement
on the equivalence between the Carleson property of a measure for the Dirichlet space in a
bi–circle and the Hardy inequality on the product 𝒟([0, 1))×𝒟([0, 1)).
2c) In Theorem 5.4.6 in [9] for the domains Ω ⊂ R𝑛 of class GRD, which are characterized

by the presence of skeleton–tree for the domain, there was obtained the equivalence between
the embedding 𝑊 1(𝑋(Ω), 𝑌 (Ω)) ⊂ 𝑍(Ω) and a corresponding embedding of type of the Hardy
inequality on the tree. Here 𝑋(Ω), 𝑌 (Ω) and 𝑍(Ω) are Banach functional spaces with certain
properties, while 𝑊 1(𝑋(Ω), 𝑌 (Ω)) is the generalization of the Sobolev space 𝑊 1

𝑝 (Ω). In the
used trees the neighbouring vertices (𝑥 ∼ 𝑦) are supposed to be joined by a segment and this
allowed one to consider differential equations on such trees [33]. Such trees are usually called
trees, metric trees or geometric trees.
2d) In a series of works by the author, see the references in [11], there was obtained an

equivalence between the Hardy inequality and a few properties related with straightening of
Lipschitz domains. As examples we mention [1, Thm. 19(iii)], [10, Thm. 22] and [11, Thm. 5].
In [1] the Hardy inequality was taken over the tree 𝑇 = 𝒟([0, 1)𝑛), while the Hardy inequalities
in [10], [11] are equivalent to the Hardy inequalities over the trees 𝑇 = 𝒟([0, 1)𝑛 + 𝑎⃗), 𝑎⃗ ∈ Z𝑛.
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3. Inductive criteria and diagonal case

Here we provide three theorems, in which we show the equivalence of inequality (1.1) to the
existence of the family of functions 𝑄𝑥(𝑟, 𝑠), 𝑥 ∈ 𝑇 , obeying the inductive condition. As in
the method of Bellman functions [13] (which are independent of 𝑥), the equivalence is almost
tautological and a difficulty in applying the theorems is to construct such families. Each of the
theorems is preceded by a corresponding lemma.

Lemma 3.1. Let 𝐸 ⊂ 𝑇 . Then the sets 𝑆𝑥 (𝑥 ∈ 𝐸min) are mutually disjoint and the identity
holds:

𝐸 =
⋃︁

𝑥∈𝐸min

(𝑆𝑥 ∩ 𝐸) (the union is disjunctive). (3.1)

For each 𝑥 ∈ 𝑇 we have

𝑆𝑥 = {𝑥} ∪
⋃︁
𝑦∈𝑅𝑥

𝑆𝑦 (the unions are disjunctive). (3.2)

Proof. We argue by contradiction. Suppose that 𝑦 ∈ 𝑆𝑥1 ∩ 𝑆𝑥2 , where 𝑥1, 𝑥2 ∈ 𝐸min and
𝑥1 ̸= 𝑥2. Then 𝑥1, 𝑥2 ∈ [𝑜, 𝑦], and hence either 𝑥1 ⩽ 𝑥2 or 𝑥2 ⩽ 𝑥1. In view of 𝑥1 ̸= 𝑥2 the
former contradicts the minimality of the element 𝑥2, while the latter does that of the element
𝑥1.
To confirm (3.1), it remains to observe that as 𝑦 ∈ 𝐸 the least element 𝑥 of the set [𝑜, 𝑦]∩𝐸

belongs to 𝐸min and 𝑦 ∈ 𝑆𝑥 ∩ 𝐸.
Let 𝑥, 𝑦 ∈ 𝑇 and [𝑜, 𝑦] = (𝑦𝑖)

𝑛
𝑖=0. It is obvious that the condition 𝑦 ∈ (𝑆𝑥 ∖ {𝑥})min is

equivalent to the condition 𝑛 ̸= 0 & 𝑥 = 𝑦𝑛−1, which is equivalent to the condition 𝑦 ∈ 𝑅𝑥.
This is why relation (3.2) is implied by (3.1). The proof is complete.

Theorem 3.1. Let 𝑝, 𝑞 ∈ (0,∞). Then Hardy inequality (1.1) is equivalent to the existence
of a family of functions

𝑄𝑥 : [0,∞)× [0,∞) → [0,∞) (𝑥 ∈ 𝑇 ),

such that for all 𝑥 ∈ 𝑇 , 𝑟 ⩾ 0, 𝜌 ⩾ 0 and 𝑠𝑦 ⩾ 0 (𝜎 =
∑︀

𝑦∈𝑅𝑥
𝑠𝑦 <∞) we have

𝑢(𝑥)(𝑟 + 𝜌)𝑞 +
∑︁
𝑦∈𝑅𝑥

𝑄𝑦(𝑟 + 𝜌, 𝑠𝑦) ⩽ 𝑄𝑥(𝑟, 𝑣(𝑥)𝜌
𝑝 + 𝜎). (3.3)

Proof. Let (1.1) hold. We let

𝑄𝑥(𝑟, 𝑠) = sup
𝑓 :𝑆𝑥→[0,∞)∑︀

𝑆𝑥
𝑣𝑓𝑝⩽𝑠

∑︁
𝑆𝑥

𝑢
[︀
𝑟 + ℐ[𝜒𝑆𝑥𝑓 ]

]︀𝑞
.

Here by 𝜒𝑆𝑥𝑓 we denote (a bit incorrectly) the continuation of the function 𝑓 by zero on the
set 𝑇 ∖ 𝑆𝑥. By (1.1) we have 𝑄𝑥(𝑟, 𝑠) <∞.
We choose arbitrary 𝑥 ∈ 𝑇 , 𝑟 ⩾ 0, 𝜌 ⩾ 0, 𝑠𝑦 ⩾ 0 with 𝜎 =

∑︀
𝑦∈𝑅𝑥

𝑠𝑦 < ∞ and functions

𝜙𝑦 : 𝑆𝑦 → [0,∞) (𝑦 ∈ 𝑅𝑥) with
∑︀
𝑆𝑦

𝑣𝜙𝑝𝑦 ⩽ 𝑠𝑦. In accordance with (3.2) we define the function

𝑓 : 𝑆𝑥 → [0,∞) by the formula

𝑓(𝑧) =

{︃
𝜌 as 𝑧 = 𝑥,

𝜙𝑦(𝑧) as 𝑧 ∈ 𝑆𝑦 (𝑦 ∈ 𝑅𝑥).

Then ∑︁
𝑆𝑥

𝑣𝑓𝑝 = 𝑣(𝑥)𝜌𝑝 +
∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑣𝜙𝑝𝑦 ⩽ 𝑣(𝑥)𝜌𝑝 + 𝜎,
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𝑄𝑥(𝑟, 𝑣(𝑥)𝜌
𝑝 + 𝜎) ⩾ sup

{𝜙𝑦}

∑︁
𝑆𝑥

𝑢
[︀
𝑟 + ℐ[𝜒𝑆𝑥𝑓 ]

]︀𝑞
= 𝑢(𝑥)(𝑟 + 𝜌)𝑞 + sup

{𝜙𝑦}

∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑢
[︀
𝑟 + 𝜌+ ℐ[𝜒𝑆𝑦𝜙𝑦]

]︀𝑞
= 𝑢(𝑥)(𝑟 + 𝜌)𝑞 +

∑︁
𝑦∈𝑅𝑥

𝑄𝑦(𝑟 + 𝜌, 𝑠𝑦).

This completes the proof of (3.3).
And vice versa, let there exist functions 𝑄𝑥 with property (3.3). Then (3.3) is also true for

the function 𝜒𝐹𝑢 instead of 𝑢, where the set 𝐹 ⊂ 𝑇 is finite. If we confirm (1.1) for a function
𝜒𝐹𝑢 (with a constant independent of 𝐹 ), then the passage to the limit with using a monotonic
exhausting 𝐹1 ⊂ 𝐹2 ⊂ · · · of the tree 𝑇 will show that (1.1) holds also for the function 𝑢.
Hence, without loss of generality we suppose that the set {𝑢 ̸= 0} is finite.
We take 𝑓 : 𝑇 → [0,∞) such that

∑︀
𝑇

𝑣𝑓𝑝 <∞. If the length of the chain [𝑜, 𝑥] is sufficiently

large, then the inequality ∑︁
𝑆𝑥

𝑢[ℐ𝑓 ]𝑞 ⩽ 𝑄𝑥

(︂
ℐ𝑓(𝑥)− 𝑓(𝑥),

∑︁
𝑆𝑥

𝑣𝑓𝑝
)︂

(3.4)

is trivially satisfied since its left hand side vanishes due to the finiteness of the set {𝑢 ̸= 0}.
Arguing by induction in decreasing the length of the chain [𝑜, 𝑥], we can suppose that (3.4)
holds for all 𝑦 ∈ 𝑅𝑥 instead of 𝑥. This assumption covers the case 𝑅𝑥 = ∅. Let

𝑟 = ℐ𝑓(𝑥)− 𝑓(𝑥) & 𝜌 = 𝑓(𝑥) & 𝑠𝑦 =
∑︁
𝑆𝑦

𝑣𝑓𝑝.

Then
𝜎 =

∑︁
𝑦∈𝑅𝑥

𝑠𝑦 ⩽
∑︁
𝑇

𝑣𝑓𝑝 <∞.

In view of (3.2)–(3.4) we obtain∑︁
𝑆𝑥

𝑢[ℐ𝑓 ]𝑞 = 𝑢(𝑥)(𝑟 + 𝜌)𝑞 +
∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑢[ℐ𝑓 ]𝑞

⩽ 𝑢(𝑥)(𝑟 + 𝜌)𝑞 +
∑︁
𝑦∈𝑅𝑥

𝑄𝑦(ℐ𝑓(𝑦)− 𝑓(𝑦), 𝑠𝑦)

⩽ 𝑄𝑥(𝑟, 𝑣(𝑥)𝜌
𝑝 + 𝜎),

since ℐ𝑓(𝑦) − 𝑓(𝑦) = ℐ𝑓(𝑥) = 𝑟 + 𝜌. Thus, we have proved (3.4) for a given 𝑥 and hence by
induction for all 𝑥 ∈ 𝑇 .
By (3.4) for 𝑥 = 𝑜 we have ∑︁

𝑇

𝑢[ℐ𝑓 ]𝑞 ⩽ 𝑄𝑜

(︂
0,
∑︁
𝑇

𝑣𝑓𝑝
)︂
.

The invariance of estimate (1.1) with respect to multiplication of 𝑓 by a positive constant shows
that (1.1) holds with a constant 𝐴 = 𝑄𝑜(0, 1)

1/𝑞. The proof is complete.

Lemma 3.2. Let 𝑝, 𝑞 ∈ (1,∞). Then Hardy inequality (1.1) is equivalent to the existence of
𝐴 ⩾ 0 such that

(∀𝑔 : 𝑇 → [0,∞))

(︂∑︁
𝑇

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′

)︂1/𝑝′

⩽ 𝐴

(︂∑︁
𝑇

𝑢𝑔𝑞
′
)︂1/𝑞′

, (3.5)

where 𝒥 𝑔(𝑥) =
∑︀
𝑆𝑥

𝑢𝑔. The best possible constants 𝐴 in (1.1) and (3.5) are equal.
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This result is well–known, see [2] or [4, 𝑝 = 𝑞]. The proof is easily made on the base of the
identity ∑︁

𝑇

𝑢[ℐ𝑓 ]𝑔 =
∑︁
𝑇

𝑓𝒥 𝑔,

where 𝑓 and 𝑔 vanish outside some finite set. This identity allows us to interpret 𝒥 as the
adjoint operator for ℐ with respect to the pairings mentioned in the identity. Also it should be
taken into consideration that conditions (1.1) and (3.5) are equivalent to the same conditions
for R–valued functions 𝑓 and 𝑔.

Theorem 3.2. Let 𝑝, 𝑞 ∈ (1,∞). Then Hardy inequality (1.1) is equivalent to the exis-
tence of non–negative functions 𝑄𝑥(𝑟, 𝑠), 𝑥 ∈ 𝑇 , defined for 𝑟, 𝑠 ⩾ 0 with the restriction
𝑟 ⩽ 𝑈1/𝑞(𝑥)𝑠1/𝑞

′
, non–increasing in 𝑟 and such that for all 𝑥 ∈ 𝑇 , 𝜌 ⩾ 0, 𝑟𝑦 ⩾ 0 and 𝑠𝑦 ⩾ 0,

𝑦 ∈ 𝑅𝑥, with the properties

𝑟𝑦 ⩽ 𝑈1/𝑞(𝑦)𝑠1/𝑞
′

𝑦 & 𝜎𝑟 =
∑︁
𝑦∈𝑅𝑥

𝑟𝑦 <∞ & 𝜎 =
∑︁
𝑦∈𝑅𝑥

𝑠𝑦 <∞ (3.6)

the condition holds

𝑣1−𝑝
′
(𝑥)(𝑢(𝑥)𝜌+ 𝜎𝑟)

𝑝′ +
∑︁
𝑦∈𝑅𝑥

𝑄𝑦(𝑟𝑦, 𝑠𝑦) ⩽ 𝑄𝑥(𝑢(𝑥)𝜌+ 𝜎𝑟, 𝑢(𝑥)𝜌
𝑞′ + 𝜎). (3.7)

By the Hölder inequality and (3.2) we get

𝑢(𝑥)𝜌+ 𝜎𝑟 ⩽ 𝑢(𝑥)𝜌+
∑︁
𝑦∈𝑅𝑥

𝑈1/𝑞(𝑦)𝑠1/𝑞
′

𝑦

⩽

(︂
𝑢(𝑥) +

∑︁
𝑅𝑥

𝑈

)︂1/𝑞

(𝑢(𝑥)𝜌𝑞
′
+ 𝜎)1/𝑞

′
= 𝑈1/𝑞(𝑥)(𝑢(𝑥)𝜌𝑞

′
+ 𝜎)1/𝑞

′
,

and this is why the condition 𝜎𝑟 < ∞ in (3.6) follows from other two conditions, while the
value of the function 𝑄𝑥 in (3.7) is well–defined.

Proof. Let (1.1) hold. Then by Lemma 3.2 we have (3.5) and the functions

𝑄𝑥(𝑟, 𝑠) = sup
𝑔:𝑆𝑥→[0,∞)

𝒥 𝑔(𝑥)⩾𝑟 &
∑︀
𝑆𝑥

𝑢𝑔𝑞
′
⩽𝑠

∑︁
𝑆𝑥

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′

are finite. In view of 𝑟 ⩽ 𝑈1/𝑞(𝑥)𝑠1/𝑞
′
the set of admissible functions 𝑔 contains a function

𝑔 ≡ 𝑟/𝑈(𝑥) and this is why it is non–empty. This set does not enlarge as 𝑟 grows and this is
why the functions 𝑟 ↦→ 𝑄𝑥(𝑟, 𝑠) do not increase.
Let 𝑥, 𝜌, 𝑟𝑦 and 𝑠𝑦 be the same as in (3.6). For the functions 𝜓𝑦 : 𝑆𝑦 → [0,∞) with the

properties 𝒥𝜓𝑦(𝑦) ⩾ 𝑟𝑦 and
∑︀
𝑆𝑦

𝑢𝜓𝑞
′
𝑦 ⩽ 𝑠𝑦 we let

𝑔(𝑧) =

{︃
𝜌 as 𝑧 = 𝑥,

𝜓𝑦(𝑧) as 𝑧 ∈ 𝑆𝑦 (𝑦 ∈ 𝑅𝑥).

Then, by (3.2),

𝒥 𝑔(𝑥) = 𝑢(𝑥)𝜌+
∑︁
𝑦∈𝑅𝑥

𝒥𝜓𝑦(𝑦) ⩾ 𝑢(𝑥)𝜌+ 𝜎𝑟,∑︁
𝑆𝑥

𝑢𝑔𝑞
′
= 𝑢(𝑥)𝜌𝑞

′
+
∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑢𝜓𝑞
′

𝑦 ⩽ 𝑢(𝑥)𝜌𝑞
′
+ 𝜎,

𝑄𝑥(𝑢(𝑥)𝜌+ 𝜎𝑟, 𝑢(𝑥)𝜌
𝑞′ + 𝜎) ⩾ sup

{𝜓𝑦}

∑︁
𝑆𝑥

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′
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⩾ 𝑣1−𝑝
′
(𝑥)(𝑢(𝑥)𝜌+ 𝜎𝑟)

𝑝′ + sup
{𝜓𝑦}

∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑣1−𝑝
′
[𝒥𝜓𝑦]𝑝

′

= 𝑣1−𝑝
′
(𝑥)(𝑢(𝑥)𝜌+ 𝜎𝑟)

𝑝′ +
∑︁
𝑦∈𝑅𝑥

𝑄𝑦(𝑟𝑦, 𝑠𝑦).

This completes the proof of (3.7).
And vice versa, let there exist functions 𝑄𝑥 with required properties. Take 𝑔 : 𝑇 → [0,∞)

such that the set {𝑔 ̸= 0} is finite. Then for sufficiently long chains [𝑜, 𝑥] we have∑︁
𝑆𝑥

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′ ⩽ 𝑄𝑥

(︂
𝒥 𝑔(𝑥),

∑︁
𝑆𝑥

𝑢𝑔𝑞
′
)︂
, (3.8)

since the left hand side vanishes, while the right hand side is well–defined by the Hölder in-
equality:

𝒥 𝑔(𝑥) ⩽ 𝑈1/𝑞(𝑥)
(︀∑︁
𝑆𝑥

𝑢𝑔𝑞
′)︀1/𝑞′

.

Arguing by induction, we suppose that (3.8) holds on the elements of the set 𝑅𝑥 instead of 𝑥.
We let

𝜌 = 𝑔(𝑥) & 𝑟𝑦 = 𝒥 𝑔(𝑦) & 𝑠𝑦 =
∑︁
𝑆𝑦

𝑢𝑔𝑞
′
.

By the above stated facts we have (3.6) and thus

𝒥 𝑔(𝑥) = 𝑢(𝑥)𝑔(𝑥) +
∑︁
𝑦∈𝑅𝑥

𝒥 𝑔(𝑦) = 𝑢(𝑥)𝜌+ 𝜎𝑟,∑︁
𝑆𝑥

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′ = 𝑣1−𝑝

′
(𝑥)(𝑢(𝑥)𝜌+ 𝜎𝑟)

𝑝′ +
∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′

⩽ 𝑄𝑥(𝑢(𝑥)𝜌+ 𝜎𝑟, 𝑢(𝑥)𝜌
𝑞′ + 𝜎) (due to (3.8) and (3.7))

= 𝑄𝑥

(︂
𝒥 𝑔(𝑥),

∑︁
𝑆𝑥

𝑢𝑔𝑞
′
)︂
.

By induction (3.8) holds for all 𝑥 ∈ 𝑇 .
Taking 𝑥 = 𝑜 in (3.8), we find:∑︁

𝑇

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′ ⩽ 𝑄𝑜

(︂
𝒥 𝑔(𝑜),

∑︁
𝑇

𝑢𝑔𝑞
′
)︂

⩽ 𝑄𝑜

(︂
0,
∑︁
𝑇

𝑢𝑔𝑞
′
)︂
,

and this gives (3.5) with a constant 𝐴 = 𝑄𝑜(0, 1)
1/𝑝′ for a given function 𝑔. The approximation

provides (3.5) completely and this proves (1.1) by Lemma 3.2.

Lemma 3.3. For 𝑞 ∈ [1,∞) the estimates(︂ 𝑛∑︁
𝑖=0

𝑎𝑖

)︂𝑞
⩾

𝑛∑︁
𝑗=0

(︂ 𝑗∑︁
𝑖=0

𝑎𝑖

)︂𝑞−1

𝑎𝑗 (𝑛 ⩾ 0 & 𝑎0, . . . , 𝑎𝑛 ⩾ 0), (3.9)

(︂ 𝑛∑︁
𝑖=0

𝑎𝑖

)︂𝑞
⩽ 𝑞

𝑛∑︁
𝑗=0

(︂ 𝑗∑︁
𝑖=0

𝑎𝑖

)︂𝑞−1

𝑎𝑗, (3.10)

(𝑎+ 𝑏)𝑞 ⩽ 𝑎𝑞 + 𝑞2𝑞−1(𝑎𝑞−1𝑏+ 𝑏𝑞) (𝑎, 𝑏 ⩾ 0), (3.11)

hold true.

Inequality (3.10) is usually called a formula of integration by parts, while inequality (3.11)
is called a binomial estimate in [28].
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Proof. For 𝑎, 𝑏 ⩾ 0

𝑎𝑞 + (𝑎+ 𝑏)𝑞−1𝑏 ⩽ (𝑎+ 𝑏)𝑞−1𝑎+ (𝑎+ 𝑏)𝑞−1𝑏 = (𝑎+ 𝑏)𝑞,

and by induction this gives (3.9). By finite increments formula

(𝑎+ 𝑏)𝑞 = 𝑎𝑞 + 𝑞𝜉𝑞−1𝑏 ⩽ 𝑎𝑞 + 𝑞(𝑎+ 𝑏)𝑞−1𝑏,

where 𝑎 ⩽ 𝜉 ⩽ 𝑎 + 𝑏. By induction this yields formula (3.10), while (3.11) follows from the
inequality

(𝑎+ 𝑏)𝑞−1 ⩽ max{1, 2𝑞−2}(𝑎𝑞−1 + 𝑏𝑞−1).

Theorem 3.3. Let 𝑝 ∈ (0,∞) and 𝑞 ∈ [1,∞). Then Hardy inequality (1.1) is equivalent to
the existence of a set of functions

𝑄𝑥 : [0,∞)× [0,∞) → [0,∞), (𝑥 ∈ 𝑇 ),

such that for all 𝑥 ∈ 𝑇 , 𝑟 ⩾ 0, 𝜌 ⩾ 0 and 𝑠𝑦 ⩾ 0 (𝜎 =
∑︀
𝑦∈𝑅𝑥

𝑠𝑦 <∞) we have

𝑈(𝑥)(𝑟 + 𝜌)𝑞−1𝜌+
∑︁
𝑦∈𝑅𝑥

𝑄𝑦(𝑟 + 𝜌, 𝑠𝑦) ⩽ 𝑄𝑥(𝑟, 𝑣(𝑥)𝜌
𝑝 + 𝜎). (3.12)

Proof. For 𝑓 : 𝑇 → [0,∞), 𝑥 ∈ 𝑇 and [𝑜, 𝑥] = (𝑥𝑖)
𝑛
𝑖=0 we have

[ℐ𝑓 ]𝑞(𝑥) =
(︂ 𝑛∑︁
𝑖=0

𝑓(𝑥𝑖)

)︂𝑞
⩽ 𝑞

∑︁
𝑃𝑥

[ℐ𝑓 ]𝑞−1𝑓,∑︁
𝑇

𝑢[ℐ𝑓 ]𝑞 ⩽ 𝑞
∑︁

𝑤,𝑥∈𝑇 : 𝑤⩽𝑥

𝑢(𝑥)[ℐ𝑓 ]𝑞−1(𝑤)𝑓(𝑤) = 𝑞
∑︁
𝑇

𝑈 [ℐ𝑓 ]𝑞−1𝑓

owing to (3.10) and the Fubini theorem. In combination with a similar arguing and inequality
(3.9) we see that (1.1) is equivalent to the condition

(∃𝐴 ⩾ 0) (∀𝑓 : 𝑇 → [0,∞))

(︂∑︁
𝑇

𝑈 [ℐ𝑓 ]𝑞−1𝑓

)︂1/𝑞

⩽ 𝐴

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

.

Now the proof of Theorem 3.3 can be done completely similarly to the proof of Theorem 3.1
with applying the functions

𝑄𝑥(𝑟, 𝑠) = sup
𝑓 :𝑆𝑥→[0,∞)∑︀
𝑆𝑥

𝑣𝑓𝑝⩽𝑠

∑︁
𝑆𝑥

𝑈
[︀
𝑟 + ℐ[𝜒𝑆𝑥𝑓 ]

]︀𝑞−1
𝑓

in the first part of the proof and the condition∑︁
𝑆𝑥

𝑈 [ℐ𝑓 ]𝑞−1𝑓 ⩽ 𝑄𝑥

(︂
ℐ𝑓(𝑥)− 𝑓(𝑥),

∑︁
𝑆𝑥

𝑣𝑓𝑝
)︂

in the second part. The proof is complete.

Now we apply Theorem 3.1 to the diagonal case in Hardy inequality (1.1). The author did
not succeed to generalize the arguing from the proof of the next theorem to the case 𝑝 < 𝑞. In
Section 4 the induction is made twice for 𝑝 < 𝑞 outside the framework of Theorems 3.1–3.3.

Theorem 3.4. Let 𝑝 = 𝑞 > 1. Then the following conditions are equivalent.
(i) Hardy inequality (1.1) holds true.
(ii) There exist 𝛽 > 0 and 𝛽1 ⩾ 1 such that as

𝜋𝑥(𝑦) =
∏︁
𝑆𝑥∩𝑃𝑦

(︀
1 + 𝛽{𝑈/𝑣}𝑝′−1

)︀
(𝑦 ∈ 𝑆𝑥)
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we have ∑︁
𝑆𝑥

𝑢𝜋𝑥 ⩽ 𝛽1𝑈(𝑥)

for all 𝑥 ∈ 𝑇 .
(iii) 𝐶 <∞.
(iv) There exist 𝐸 : 𝑇 → [0,∞) and 𝜀 > 0 such that

𝑢(𝑥) +
∑︁
𝑅𝑥

𝐸 ⩽ 𝐸(𝑥)
(︀
1 + 𝜀{𝐸(𝑥)/𝑣(𝑥)}𝑝′−1

)︀1−𝑝
for each 𝑥 ∈ 𝑇.

The criterion (i) ⇔ (ii) simplifies Theorem 16 from [1], where 𝜋𝑥 was defined in a slightly
different way and an additional condition sup𝑇 (𝑈/𝑣) <∞ was applied. We note that

(ii) ⇒ sup
𝑇
(𝑈/𝑣) ⩽ ((𝛽1 − 1)/𝛽)𝑝−1

due to the relations

𝜋𝑥(𝑦) ⩾ 1 + 𝛽
∑︁
𝑆𝑥∩𝑃𝑦

{𝑈/𝑣}𝑝′−1 ⩾ 1 + 𝛽{𝑈(𝑥)/𝑣(𝑥)}𝑝′−1. (3.13)

The criterion (i) ⇔ (iii) is a particular case of criterion (1.4a).
The criterion (i) ⇔ (iv) is new.

Proof. Let us show that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (i).
The proof of the implication (i) ⇒ (ii) reproduces work [1]. Let (1.1) hold. The case 𝐴 = 0

(as 𝑢 ≡ 0) is trivial and this is why we suppose that 𝐴 > 0. We denote

𝛽 = (2𝐴/𝑝)−𝑝
′

& 𝛽1 = 2𝑝.

We choose 𝑥 ∈ 𝑇 . We fix a predecessor 𝑦′ ∈ 𝑆𝑥 of an element 𝑦 ∈ 𝑆𝑥 ∖ {𝑥} by the condition
𝑦 ∈ 𝑅𝑦′ . Using the convention 𝜋𝑥(𝑥

′) = 1, we let

𝑓(𝑦) =

⎧⎪⎨⎪⎩
𝜋1/𝑝
𝑥 (𝑦)− 𝜋1/𝑝

𝑥 (𝑦′)

= 𝜋1/𝑝
𝑥 (𝑦′)

[︀(︀
1 + 𝛽{𝑈(𝑦)/𝑣(𝑦)}𝑝′−1

)︀1/𝑝 − 1
]︀ as 𝑦 ∈ 𝑆𝑥,

0 as 𝑦 ∈ 𝑇 ∖ 𝑆𝑥.

By (1.1), the concavity of the function 𝑠 ↦→ 𝑠1/𝑝 and the Fubini theorem,

ℐ𝑓(𝑦) =
∑︁
𝑆𝑥∩𝑃𝑦

𝑓 = 𝜋1/𝑝
𝑥 (𝑦)− 1 (𝑦 ∈ 𝑆𝑥),∑︁

𝑆𝑥

𝑢𝜋𝑥 =
∑︁
𝑆𝑥

𝑢[1 + ℐ𝑓 ]𝑝 ⩽ 2𝑝−1𝑈(𝑥) + 2𝑝−1
∑︁
𝑆𝑥

𝑢[ℐ𝑓 ]𝑝

⩽ 2𝑝−1𝑈(𝑥) + 2𝑝−1𝐴𝑝
∑︁
𝑆𝑥

𝑣𝑓𝑝,

𝑓𝑝(𝑦) ⩽ 𝜋𝑥(𝑦
′)(𝛽/𝑝)𝑝{𝑈(𝑦)/𝑣(𝑦)}𝑝′ ,

(𝑝/𝛽)𝑝
∑︁
𝑆𝑥

𝑣𝑓𝑝 ⩽
∑︁
𝑦∈𝑆𝑥

𝑣(𝑦)𝜋𝑥(𝑦
′){𝑈(𝑦)/𝑣(𝑦)}𝑝′

=
∑︁
𝑦∈𝑆𝑥

𝜋𝑥(𝑦
′){𝑈(𝑦)/𝑣(𝑦)}𝑝′−1

∑︁
𝑧∈𝑆𝑦

𝑢(𝑧)

= 𝛽−1
∑︁
𝑧∈𝑆𝑥

𝑢(𝑧)
∑︁

𝑦∈𝑆𝑥∩𝑃𝑧

(𝜋𝑥(𝑦)− 𝜋𝑥(𝑦
′))
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= 𝛽−1
∑︁
𝑧∈𝑆𝑥

𝑢(𝑧)(𝜋𝑥(𝑧)− 1) ⩽ 𝛽−1
∑︁
𝑆𝑥

𝑢𝜋𝑥,∑︁
𝑆𝑥

𝑢𝜋𝑥 ⩽ 2𝑝−1𝑈(𝑥) + (1/2)
∑︁
𝑆𝑥

𝑢𝜋𝑥.

If the set {𝑢 ̸= 0} is finite, we get
∑︀
𝑆𝑥

𝑢𝜋𝑥 ⩽ 𝛽1𝑈(𝑥). The general case is reduced to that partial

one as in the proof of Theorem 3.1. The proof of the implication (i) ⇒ (ii) is complete.
Let (ii) hold. Then for each 𝑥 ∈ 𝑇 by (3.13) and the Fubini theorem we get

𝛽1𝑈(𝑥) ⩾
∑︁
𝑆𝑥

𝑢𝜋𝑥 ⩾ 𝑈(𝑥) + 𝛽
∑︁
𝑦∈𝑆𝑥

𝑢(𝑦)
∑︁
𝑆𝑥∩𝑃𝑦

{𝑈/𝑣}𝑝′−1

= 𝑈(𝑥) + 𝛽
∑︁
𝑆𝑥

𝑈𝑝′𝑣1−𝑝
′
= 𝑈(𝑥) + 𝛽𝐵(𝑥).

Hence, 𝐶 ⩽ ((𝛽1 − 1)/𝛽)1/𝑝
′
<∞. We have shown that (ii) ⇒ (iii).

Let (iii) hold and hence

𝐸(𝑥) ≡ 𝑈(𝑥) + 𝐶−𝑝′
∑︁
𝑆𝑥

𝑈𝑝′𝑣1−𝑝
′
⩽ 2𝑈(𝑥).

By (3.2) and the convexity of the function 𝑠 ↦→ 𝑠1−𝑝 we find

𝑢(𝑥) +
∑︁
𝑅𝑥

𝐸 = 𝑈(𝑥) + 𝐶−𝑝′
∑︁
𝑆𝑥∖{𝑥}

𝑈𝑝′𝑣1−𝑝
′

= 𝐸(𝑥)− 𝐶−𝑝′𝑈𝑝′(𝑥)𝑣1−𝑝
′
(𝑥)

⩽ 𝐸(𝑥)
(︀
1− (2𝐶)−𝑝

′{𝐸(𝑥)/𝑣(𝑥)}𝑝′−1
)︀

⩽ 𝐸(𝑥)
(︀
1 + 𝜀{𝐸(𝑥)/𝑣(𝑥)}𝑝′−1

)︀1−𝑝
,

where 𝜀 > 0 is arbitrary for 𝐶 = 0 (⇒ 𝑢 ≡ 0) and

𝜀 = (2𝐶)−𝑝
′
/(𝑝− 1)

as 0 < 𝐶 <∞. This proves the implication (iii) ⇒ (iv).
Let condition (iv) hold. We let

𝐴 = 𝜀−1/𝑝′ , 𝑄𝑥(𝑟, 𝑠) = 𝐸(𝑥)𝑟𝑝 + 𝐴𝑝𝑠.

For 𝑟 ⩾ 0 and 𝜌 ⩾ 0 by the Hölder inequality we have

𝐸(𝑥)(𝑟 + 𝜌)𝑝 =
{︁
1 · 𝐸1/𝑝(𝑥)𝑟 + 𝜀1/𝑝

′{𝐸(𝑥)/𝑣(𝑥)}1/𝑝 · 𝐴𝑣1/𝑝(𝑥)𝜌
}︁𝑝

⩽
(︀
1 + 𝜀{𝐸(𝑥)/𝑣(𝑥)}𝑝′−1

)︀𝑝−1(︀
𝐸(𝑥)𝑟𝑝 + 𝐴𝑝𝑣(𝑥)𝜌𝑝

)︀
.

As 𝜎 =
∑︀
𝑦∈𝑅𝑥

𝑠𝑦 <∞, by (iv) we have

𝑢(𝑥)(𝑟 + 𝜌)𝑝 +
∑︁
𝑦∈𝑅𝑥

𝑄𝑦(𝑟 + 𝜌, 𝑠𝑦) = 𝑢(𝑥)(𝑟 + 𝜌)𝑝 +
∑︁
𝑦∈𝑅𝑥

(︀
𝐸(𝑦)(𝑟 + 𝜌)𝑝 + 𝐴𝑝𝑠𝑦

)︀
=
(︁
𝑢(𝑥) +

∑︁
𝑅𝑥

𝐸
)︁
(𝑟 + 𝜌)𝑝 + 𝐴𝑝𝜎

⩽ 𝐸(𝑥)𝑟𝑝 + 𝐴𝑝𝑣(𝑥)𝜌𝑝 + 𝐴𝑝𝜎 = 𝑄𝑥(𝑟, 𝑣(𝑥)𝜌
𝑝 + 𝜎).

We have obtained inequality (3.3). By Theorem 3.1 the inequality (1.1) holds true. This
completes the proof of the implication (iv) ⇒ (i) and of the theorem.
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4. Arcozzi–Rochberg–Sawyer criteria for 𝑇

For the proof (which is either known and simplified or new) criteria (1.4) we shall need four
lemmas.

Lemma 4.1. For 1 < 𝑝 ⩽ 𝑞 <∞ and 𝑞/𝑝′ ⩽ 𝑟 <∞ we let

𝑠 =
𝑝− 1

𝑞 − 1

𝑞 − 𝑟

𝑟
.

For a function 𝑓 : 𝑇 → [0,∞) and a point 𝑥 ∈ 𝑇 we denote

𝐸𝑥(𝑦) =
∑︁

𝑆𝑥∩𝑃𝑦∖{𝑥}

𝑓 (𝑦 ∈ 𝑆𝑥), 𝐹𝑥(𝑦) =
∑︁
𝑆𝑥∩𝑃𝑦

𝑓 = 𝐸𝑥(𝑦) + 𝑓(𝑥).

Then for each 𝜀 > 0 the estimate(︂∑︁
𝑆𝑥

𝑢𝐹 𝑞
𝑥

)︂𝑝/𝑞
⩽
∑︁
𝑦∈𝑅𝑥

(︂∑︁
𝑆𝑦

𝑢𝐹 𝑞
𝑦

)︂𝑝/𝑞
+𝜀

𝑈𝑝′(1/𝑞−𝑠/𝑞′)

𝑣𝑝′−1

(︂∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥

)︂𝑝/𝑟
+𝑐1(𝑝, 𝑞, 𝜀){𝑈𝑝/𝑞+𝑣}𝑓𝑝 (4.1)

holds, where the functions 𝑈 , 𝑣 and 𝑓 are taken at the point 𝑥.

Proof. We denote

𝑀 =
∑︁
𝑆𝑥

𝑢𝐸𝑞
𝑥, 𝑁 =

∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥.

If 𝑀 ⩽ 𝑈𝑓 𝑞, then by the Minkowski inequality(︂∑︁
𝑆𝑥

𝑢𝐹 𝑞
𝑥

)︂1/𝑞

⩽

(︂∑︁
𝑆𝑥

𝑢𝐸𝑞
𝑥

)︂1/𝑞

+

(︂∑︁
𝑆𝑥

𝑢𝑓 𝑞
)︂1/𝑞

⩽ 2(𝑈𝑓 𝑞)1/𝑞,

(︂∑︁
𝑆𝑥

𝑢𝐹 𝑞
𝑥

)︂𝑝/𝑞
⩽ 2𝑝𝑈𝑝/𝑞𝑓𝑝. (4.2)

If 𝑀 > 𝑈𝑓 𝑞, by binomial estimate (3.11) we obtain

𝐹 𝑞
𝑥 ⩽ 𝐸𝑞

𝑥 + 𝑞2𝑞−1(𝐸𝑞−1
𝑥 𝑓 + 𝑓 𝑞),∑︁

𝑆𝑥

𝑢𝐹 𝑞
𝑥 ⩽𝑀 + 𝑞2𝑞−1

(︃
𝑓
∑︁
𝑆𝑥

𝑢𝐸𝑞−1
𝑥 + 𝑈𝑓 𝑞

)︃
,

(𝑎+ 𝑏)𝑝/𝑞 ⩽ 𝑎𝑝/𝑞 + (𝑝/𝑞)𝑎𝑝/𝑞−1𝑏 (𝑎 > 0 & 𝑏 ⩾ 0),(︂∑︁
𝑆𝑥

𝑢𝐹 𝑞
𝑥

)︂𝑝/𝑞
⩽𝑀𝑝/𝑞 + 𝑝2𝑞−1𝑀𝑝/𝑞−1

(︃
𝑓
∑︁
𝑆𝑥

𝑢𝐸𝑞−1
𝑥 + 𝑈𝑓 𝑞

)︃

⩽𝑀𝑝/𝑞 + 𝑝2𝑞−1

(︃
𝑓𝑀𝑝/𝑞−1

∑︁
𝑆𝑥

𝑢𝐸𝑞−1
𝑥 + 𝑈𝑝/𝑞𝑓𝑝

)︃
.

By the Hölder inequality and condition 𝑞/𝑝′ ⩽ 𝑟 we have

𝑀𝑝/𝑞−1
∑︁
𝑆𝑥

𝑢𝐸𝑞−1
𝑥 ⩽𝑀𝑝/𝑞−1

(︂∑︁
𝑆𝑥

𝑢𝐸𝑞
𝑥

)︂(𝑞−𝑝)/𝑞(︂∑︁
𝑆𝑥

𝑢𝐸𝑞/𝑝′

𝑥

)︂𝑝/𝑞
=

(︂∑︁
𝑆𝑥

𝑢𝐸𝑞/𝑝′

𝑥

)︂𝑝/𝑞
⩽ 𝑈𝑝/𝑞−(𝑝−1)/𝑟𝑁 (𝑝−1)/𝑟 = 𝑈1/𝑞−𝑠/𝑞′𝑁 (𝑝−1)/𝑟.

In view of (4.2) we confirm that in each case(︂∑︁
𝑆𝑥

𝑢𝐹 𝑞
𝑥

)︂𝑝/𝑞
⩽𝑀𝑝/𝑞 + 𝑝2𝑞

(︀
𝑈1/𝑞−𝑠/𝑞′𝑁 (𝑝−1)/𝑟𝑓 + 𝑈𝑝/𝑞𝑓𝑝

)︀
.
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It is obvious that 𝐸𝑥(𝑥) = 0 and 𝐸𝑥 = 𝐹𝑦 on 𝑆𝑦 (𝑦 ∈ 𝑅𝑥) and this is why

𝑀𝑝/𝑞 =

(︂∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑢𝐹 𝑞
𝑦

)︂𝑝/𝑞
⩽
∑︁
𝑦∈𝑅𝑥

(︂∑︁
𝑆𝑦

𝑢𝐹 𝑞
𝑦

)︂𝑝/𝑞
by the Jensen inequality (the embedding ℓ𝑝/𝑞 ⊂ ℓ1 of the spaces of sequences, see [21, Thm.
19]). By the Young inequality

𝑝2𝑞𝑈1/𝑞−𝑠/𝑞′𝑁 (𝑝−1)/𝑟𝑓 ⩽ 𝜀𝑈𝑝′(1/𝑞−𝑠/𝑞′)𝑣1−𝑝
′
𝑁𝑝/𝑟 + 𝑐(𝑝, 𝑞, 𝜀)𝑣𝑓𝑝.

The comparison of latter three estimates proves (4.1).

Lemma 4.2. Let 1 < 𝑝 ⩽ 𝑞 <∞ and 𝑢𝐸 : 𝑇 → [0,∞). We denote by 𝑈𝐸(𝑥), 𝐵𝐸(𝑥) and 𝐶𝐸
the numbers 𝑈(𝑥), 𝐵(𝑥) and 𝐶 from the introduction constructed from the function 𝑢𝐸 instead
of 𝑢. Let 𝑈𝐸 ⩽ 𝑈 and 𝐶 <∞. Then

𝐵𝐸(𝑜) ⩽ 𝑞𝐶𝑝′𝑈
𝑝′/𝑞′

𝐸 (𝑜), 𝐶𝐸 ⩽ 𝑞1/𝑝
′
𝐶.

This statement for 𝑝 = 𝑞 and a tree with a boundary under the condition 𝑢𝐸 ⩽ 𝑢 was proved
in [4, 5.6] by means of the distribution function of the maximal function. We are going to treat
the case 𝑝 ⩽ 𝑞 and to apply Lemma 3.1 instead of the maximal function that is a bit simpler.

Proof. By the condition 𝑈𝐸 ⩽ 𝑈 , the Fubini theorem, formula (3.1), the definitions of the
number 𝐶 and the set {𝑈𝐸/𝑈 > 𝑡} and the embedding ℓ1 ⊂ ℓ𝑝′/𝑞′ we obtain

𝐵𝐸(𝑜) =
∑︁
𝑥∈𝑇

𝑈𝑝′(𝑥)𝑣1−𝑝
′
(𝑥)

∫︁
0<𝑡<𝑈𝐸(𝑥)/𝑈(𝑥)

𝑑(𝑡𝑝
′
)

= 𝑝′
1∫︁

0

𝑡𝑝
′−1 𝑑𝑡

∑︁
{𝑈𝐸/𝑈>𝑡}

𝑈𝑝′𝑣1−𝑝
′

= 𝑝′
1∫︁

0

𝑡𝑝
′−1 𝑑𝑡

∑︁
𝑥∈{𝑈𝐸/𝑈>𝑡}min

∑︁
𝑆𝑥∩{𝑈𝐸/𝑈>𝑡}

𝑈𝑝′𝑣1−𝑝
′

⩽ 𝑝′𝐶𝑝′

1∫︁
0

𝑡𝑝
′−1 𝑑𝑡

∑︁
{𝑈𝐸/𝑈>𝑡}min

𝑈𝑝′/𝑞′

⩽ 𝑝′𝐶𝑝′

1∫︁
0

𝑡𝑝
′−1−𝑝′/𝑞′ 𝑑𝑡

(︂ ∑︁
{𝑈𝐸/𝑈>𝑡}min

𝑈𝐸

)︂𝑝′/𝑞′
.

By the first statement in Lemma 3.1 the expression in round brackets does not exceed 𝑈𝐸(𝑜)
and after the integration this gives the first statement of the lemma.
The second statement of the lemma is obtained by applying the first statement to the rooted

trees (𝑆𝑥, 𝑥) for all possible 𝑥. The proof is complete.

Lemma 4.3. Let 0 < 𝑝 <∞. For 𝑥 ∈ 𝑇 and 𝐸 ∈ ℰ we denote

Ω𝑥(𝐸) =
{︀
𝑓 : 𝑇 → [0,∞) : 𝑓

⃒⃒
𝑇∖𝑆𝑥

≡ 0 & (ℐ𝑓)
⃒⃒
𝑆𝑥∩𝐸

⩾ 1
}︀
,

cap(𝐸) = inf

{︃∑︁
𝑇

𝑣𝑓𝑝 : 𝑓 ∈ Ω𝑜(𝐸)

}︃
.
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Then for 0 < 𝑝 ⩽ 𝑞 < ∞ Hardy inequality (1.1) is equivalent to the existence of 𝛼 ⩾ 0 such
that

(∀𝐸 ∈ ℰ)
(︂∑︁

𝐸

𝑢

)︂1/𝑞

⩽ 𝛼 cap(𝐸)1/𝑝. (4.3)

For best possible constants in (1.1) and (4.3) we have 𝛼 ⩽ 𝐴 ⩽ 22+1/𝑝𝛼.

This result is similar to the capacity criterion (2.5) ⇔ (2.8). A version of this lemma for
1 ⩽ 𝑝 ⩽ 𝑞 ⩽ ∞ was proved in [7, Lm. 2.5] by reducing to Theorem 3.1 from [8], where the case
of metric trees was considered. As in work [8], we employ the Mazya method of cut–offs [20].

Proof. Let (1.1) hold. Then for each 𝐸 ∈ ℰ and 𝑓 ∈ Ω𝑜(𝐸) we have(︂∑︁
𝐸

𝑢

)︂1/𝑞

⩽

(︂∑︁
𝐸

𝑢[ℐ𝑓 ]𝑞
)︂1/𝑞

⩽ 𝐴

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

.

Taking inf𝑓 , we prove (4.3) with a constant 𝛼 ⩽ 𝐴.
And vice versa, let condition (4.3) hold. For 𝑓 : 𝑇 → [0,∞) we let

𝐸𝑘 =
{︀
𝑥 ∈ 𝑇 : ℐ𝑓(𝑥) > 2𝑘

}︀
as 𝑘 ∈ Z,

𝐹𝑘 = 𝐸𝑘 ∖ 𝐸𝑘+1,

𝑓𝑘 = 𝜒𝐹𝑘−1∪𝐹min
𝑘
𝑓,

𝐺𝑘 =
⋃︁

𝑥∈𝐹min
𝑘

𝑆𝑥.

It is obvious that 𝐹𝑘 ⊂ 𝐺𝑘 ∈ ℰ . If we establish the inequality ℐ𝑓𝑘 ⩾ 2𝑘−1 on the set 𝐹min
𝑘 , then

by the monotonicity of the function ℐ𝑓𝑘 it turns out to be true also on 𝐺𝑘.
We take 𝑥 ∈ 𝐹min

𝑘 and we let
𝑊 = 𝐸𝑘−1 ∩ 𝑃𝑥.

It is obvious that 𝑥 ∈ 𝑊 . If 𝑤 ∈ 𝑊 ∖ {𝑥}, then
ℐ𝑓(𝑤) ⩽ ℐ𝑓(𝑥) ⩽ 2𝑘+1,

and hence 𝑤 /∈ 𝐸𝑘 by the minimality of 𝑥 in 𝐹𝑘. Hence, 𝑤 ∈ 𝐹𝑘−1 and 𝑊 ⊂ 𝐹𝑘−1 ∪ 𝐹min
𝑘 .

We denote by 𝑤 the least element in 𝑊 . Then ℐ𝑓(𝑤) − 𝑓(𝑤) ⩽ 2𝑘−1, which is trivial for
𝑤 = 𝑜, while for 𝑤 ̸= 𝑜 it follows from the minimality of 𝑤 in 𝑊 . This implies

ℐ𝑓𝑘(𝑥) ⩾
∑︁
𝑊

𝑓 = ℐ𝑓(𝑥)− (ℐ𝑓(𝑤)− 𝑓(𝑤)) > 2𝑘 − 2𝑘−1 = 2𝑘−1,

21−𝑘𝑓𝑘 ∈ Ω𝑜(𝐺𝑘),∑︁
𝐹𝑘

𝑢 ⩽
∑︁
𝐺𝑘

𝑢 ⩽ 𝛼𝑞 cap(𝐺𝑘)
𝑞/𝑝 ⩽ 𝛼𝑞

(︂∑︁
𝑇

𝑣[21−𝑘𝑓𝑘]
𝑝

)︂𝑞/𝑝
,∑︁

𝑇

𝑢[ℐ𝑓 ]𝑞 =
∑︁
𝑘

∑︁
𝐹𝑘

𝑢[ℐ𝑓 ]𝑞 ⩽
∑︁
𝑘

2(𝑘+1)𝑞
∑︁
𝐹𝑘

𝑢

⩽ 22𝑞𝛼𝑞
∑︁
𝑘

(︂ ∑︁
𝐹𝑘−1∪𝐹min

𝑘

𝑣𝑓𝑝
)︂𝑞/𝑝

⩽ 22𝑞𝛼𝑞
(︂∑︁

𝑘

∑︁
𝐹𝑘−1∪𝐹min

𝑘

𝑣𝑓𝑝
)︂𝑞/𝑝

⩽ 22𝑞+𝑞/𝑝𝛼𝑞
(︂∑︁

𝑇

𝑣𝑓𝑝
)︂𝑞/𝑝

.

We have applied the embedding ℓ1 ⊂ ℓ𝑞/𝑝 and the fact that the sets 𝐹𝑘 are mutually disjoint.

This proves (1.1) with a constant 𝐴 ⩽ 22+1/𝑝𝛼. The proof is complete.
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Lemma 4.4. Let 1 < 𝑝 <∞. For 𝑥 ∈ 𝑇 and 𝐸 ∈ ℰ we denote

cap𝑥(𝐸) = inf

{︃∑︁
𝑆𝑥

𝑣𝑓𝑝 : 𝑓 ∈ Ω𝑥(𝐸)

}︃
.

Then the identities hold:

cap𝑥(𝐸) =

{︃
𝑣(𝑥) as 𝑥 ∈ 𝐸,(︀
𝑣1−𝑝

′
(𝑥) + 𝜎1−𝑝′)︀1−𝑝 as 𝑥 /∈ 𝐸,

(4.4)

cap(𝑆𝑥 ∩ 𝐸) =
(︀
𝒱(𝑥) + cap𝑥(𝐸)

1−𝑝′)︀1−𝑝, (4.5)

cap(𝑆𝑥 ∩ 𝐸) =

{︃
𝑉 1−𝑝(𝑥) as 𝑥 ∈ 𝐸,(︀
𝑉 (𝑥) + 𝜎1−𝑝′)︀1−𝑝 as 𝑥 /∈ 𝐸,

(4.6)

where

𝜎 =
∑︁
𝑦∈𝑅𝑥

cap𝑦(𝐸), 𝒱(𝑥) =
∑︁
𝑃𝑥∖{𝑥}

𝑣1−𝑝
′
.

The number cap𝑥(𝐸) ∈ [0, 𝑣(𝑥)] is a capacity cap(𝑆𝑥 ∩ 𝐸) calculated for the tree (𝑆𝑥, 𝑥)
instead of (𝑇, 𝑜).
Formula (4.4) was proved in [7, Prop. 2.6] without taking into consideration the case 𝑥 ∈ 𝐸

by reducing to Theorem 4.5 in [8], where the case of metric trees was considered. For us it is
easier to prove (4.4) than discussing the notation in [7]. The result of Theorem 30 in [4] looks
similar to formula (4.6) with 𝑥 /∈ 𝐸, but it was formulated with mistakes.

Proof. As 𝑆𝑥∩𝐸 = ∅ all capacities in (4.4)–(4.6) are zero and these formulas hold in an obvious
interpretation. This is why we suppose that 𝑆𝑥 ∩ 𝐸 ̸= ∅.
If 𝑥 ∈ 𝐸, then 𝑓(𝑥) ⩾ 1 and

∑︀
𝑆𝑥

𝑣𝑓𝑝 ⩾ 𝑣(𝑥) as 𝑓 ∈ Ω𝑥(𝐸) and hence cap𝑥(𝐸) ⩾ 𝑣(𝑥). The

choice 𝑓 = 𝜒{𝑥} indicates that the equality holds true.
Let 𝑥 /∈ 𝐸, 𝑓 ∈ Ω𝑥(𝐸) and 𝜌 = 𝑓(𝑥). If 0 ⩽ 𝜌 < 1, then

𝜒𝑆𝑦𝑓

1− 𝜌
∈ Ω𝑦(𝐸) (∀𝑦 ∈ 𝑅𝑥),

𝜎 =
∑︁
𝑦∈𝑅𝑥

cap𝑦(𝐸) ⩽ (1− 𝜌)−𝑝
∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑣𝑓𝑝 = (1− 𝜌)−𝑝
∑︁
𝑆𝑥∖{𝑥}

𝑣𝑓𝑝,

𝜌+ 1− 𝜌 ⩽ 𝜌+ 𝜎−1/𝑝

(︂ ∑︁
𝑆𝑥∖{𝑥}

𝑣𝑓𝑝
)︂1/𝑝

⩽
(︀
𝑣1−𝑝

′
(𝑥) + 𝜎1−𝑝′)︀1/𝑝′(︂𝑣(𝑥)𝜌𝑝 + ∑︁

𝑆𝑥∖{𝑥}

𝑣𝑓𝑝
)︂1/𝑝

by (3.2) and the Hölder inequality. As 𝜌 ⩾ 1, the obtained estimate is trivial and this gives
inequality “⩾” in (4.4).
Let 𝑥 /∈ 𝐸 and 𝜙𝑦 ∈ Ω𝑦(𝐸) (𝑦 ∈ 𝑅𝑥). We let

𝜌 =
𝑣1−𝑝

′
(𝑥)

𝑣1−𝑝′(𝑥) + 𝜎1−𝑝′ ,

𝑓(𝑧) =

⎧⎪⎨⎪⎩
𝜌 as 𝑧 = 𝑥,

(1− 𝜌)𝜙𝑦(𝑧) as 𝑧 ∈ 𝑆𝑦 (𝑦 ∈ 𝑅𝑥),

0 as 𝑧 /∈ 𝑆𝑥.

If 𝑧 ∈ 𝑆𝑥 ∩ 𝐸, then 𝑧 ∈ 𝑆𝑦 ∩ 𝐸 for some 𝑦 ∈ 𝑅𝑥 and

ℐ𝑓(𝑧) = 𝜌+ (1− 𝜌)ℐ𝜙𝑦(𝑧) ⩾ 1.
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Hence, 𝑓 ∈ Ω𝑥(𝐸) and

cap𝑥(𝐸) ⩽ inf
{𝜙𝑦}

∑︁
𝑇

𝑣𝑓𝑝 = inf
{𝜙𝑦}

{︂
𝑣(𝑥)𝜌𝑝 + (1− 𝜌)𝑝

∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑣𝜙𝑝𝑦

}︂
= 𝑣(𝑥)𝜌𝑝 + (1− 𝜌)𝑝𝜎

=
(︀
𝑣1−𝑝

′
(𝑥) + 𝜎1−𝑝′)︀1−𝑝.

This proves identity (4.4).
Let 𝑓 ∈ Ω𝑜(𝑆𝑥 ∩ 𝐸) and 𝜌 =

∑︀
𝑃𝑥∖{𝑥}

𝑓 . Then

𝜌 ⩽ 𝒱1/𝑝′(𝑥)

(︂ ∑︁
𝑃𝑥∖{𝑥}

𝑣𝑓𝑝
)︂1/𝑝

(Hölder inequality). (4.7)

If 0 ⩽ 𝜌 < 1, then 𝜒𝑆𝑥𝑓/(1− 𝜌) ∈ Ω𝑥(𝐸) and hence,∑︁
𝑆𝑥

𝑣𝑓𝑝 ⩾ (1− 𝜌)𝑝 cap𝑥(𝐸),

𝜌+ 1− 𝜌 ⩽ 𝒱1/𝑝′(𝑥)

(︂ ∑︁
𝑃𝑥∖{𝑥}

𝑣𝑓𝑝
)︂1/𝑝

+ cap𝑥(𝐸)
−1/𝑝

(︂∑︁
𝑆𝑥

𝑣𝑓𝑝
)︂1/𝑝

⩽
(︀
𝒱(𝑥) + cap𝑥(𝐸)

1−𝑝′)︀1/𝑝′(︂ ∑︁
𝑃𝑥∖{𝑥}

𝑣𝑓𝑝 +
∑︁
𝑆𝑥

𝑣𝑓𝑝
)︂1/𝑝

⩽
(︀
𝒱(𝑥) + cap𝑥(𝐸)

1−𝑝′)︀1/𝑝′(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

by the Hölder inequality. As 𝜌 ⩾ 1, the obtained inequality follows from (4.7) and this gives
inequality “⩾” in (4.5).
In order to confirm the reverse inequality, we take 𝜙 ∈ Ω𝑥(𝐸). We let

𝜌 =
𝒱(𝑥)

𝒱(𝑥) + cap𝑥(𝐸)
1−𝑝′ ,

𝑓(𝑦) =

⎧⎪⎨⎪⎩
𝜌𝒱−1(𝑥)𝑣1−𝑝

′
(𝑦) as 𝑦 ∈ 𝑃𝑥 ∖ {𝑥},

(1− 𝜌)𝜙(𝑦) as 𝑦 ∈ 𝑆𝑥,

0 as 𝑦 /∈ 𝑃𝑥 ∪ 𝑆𝑥.

If 𝑦 ∈ 𝑆𝑥 ∩ 𝐸, then

ℐ𝑓(𝑦) =
∑︁
𝑃𝑥∖{𝑥}

𝑓 + (1− 𝜌)
∑︁
𝑆𝑥∩𝑃𝑦

𝜙 ⩾ 𝜌+ 1− 𝜌 = 1,

∑︁
𝑇

𝑣𝑓𝑝 =
∑︁
𝑃𝑥∖{𝑥}

𝑣𝑓𝑝 +
∑︁
𝑆𝑥

𝑣𝑓𝑝 = 𝜌𝑝𝒱1−𝑝(𝑥) + (1− 𝜌)𝑝
∑︁
𝑆𝑥

𝑣𝜙𝑝,

cap(𝑆𝑥 ∩ 𝐸) ⩽ inf
𝜙

∑︁
𝑇

𝑣𝑓𝑝 = 𝜌𝑝𝒱1−𝑝(𝑥) + (1− 𝜌)𝑝 cap𝑥(𝐸) =
(︀
𝒱(𝑥) + cap𝑥(𝐸)

1−𝑝′)︀1−𝑝.
This establishes identity (4.5), while (4.6) follows from (4.4) and (4.5). The proof is complete.

The following Arcozzi–Rochberg–Sawyer criteria were commented in the Introduction, see
(1.4). The insufficiency of the condition 𝐷 <∞ for the validity of Hardy inequality (1.1) with
𝑝 = 𝑞 was proved in [2] (and in the references in this work) and in [8, Exm. 5.3].
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Theorem 4.1. Under the assumptions and notations of the Introduction we have:
(a) if 1 < 𝑝 ⩽ 𝑞 <∞, then (1.1) ⇔ 𝐶 <∞;
(b) if 1 < 𝑝 < 𝑞 <∞, then (1.1) ⇔ 𝐷 <∞.

Proof. (a) Let 1 < 𝑝 ⩽ 𝑞 < ∞. If (1.1) holds, then by Lemma 3.2 condition (3.5) holds. We
substitute the function 𝑔 = 𝜒𝑆𝑥 into (3.5). As 𝑦 ∈ 𝑆𝑥, we have 𝒥 𝑔(𝑦) =

∑︀
𝑆𝑦

𝑢𝑔 = 𝑈(𝑦) and

𝐵1/𝑝′(𝑥) =

(︂∑︁
𝑆𝑥

𝑈𝑝′𝑣1−𝑝
′
)︂1/𝑝′

⩽

(︂∑︁
𝑇

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′

)︂1/𝑝′

⩽ 𝐴

(︂∑︁
𝑇

𝑢𝑔𝑞
′
)︂1/𝑞′

= 𝐴𝑈1/𝑞′(𝑥) ⇒ 𝐶 ⩽ 𝐴 <∞.

This proof is standard [2].
And vice versa, let 𝐶 <∞. We provide three ways of deriving inequality (1.1).
First way. We begin with induction. Multiplying 𝑢 or 𝑣 by a positive constant, we can

achieve 𝐶 = 1. It is sufficient to confirm obtained modified Hardy inequality (1.1) for functions
𝑓 : 𝑇 → [0,∞), which are non–zero only on a finite set.
We let 𝑟 = max{1, 𝑞− 1}. Then 𝑞/𝑝′ ⩽ 𝑟 < 𝑞 and 𝑠 > 0 in the notations of Lemma 4.1. It is

obvious that there exist 𝜀1(𝑝, 𝑠) > 0 and 𝜀2(𝑝, 𝑠) > 0 such that

𝜀1𝜏 + (1 + 𝜀2𝜏)
𝑝−1 ⩽ (1− 𝜏)−𝑠, 0 ⩽ 𝜏 ⩽ 1. (4.8)

Let 𝑐1 be a constant from inequality (4.1) corresponding to the value 𝜀 = 𝜀1. We are going to
show that for each 𝑥 ∈ 𝑇

𝐺𝑥 =

(︂∑︁
𝑆𝑥

𝑢𝐹 𝑞
𝑥

)︂𝑝/𝑞
+𝐵−𝑠(𝑥)

(︂∑︁
𝑆𝑥

𝑢𝐹 𝑟
𝑥

)︂𝑝/𝑟
⩽ 𝐴𝑝

∑︁
𝑆𝑥

𝑣𝑓𝑝, (4.9)

𝐴𝑝 = 2𝑐1 + (1 + 𝜀−1
2 )𝑝−1.

Taking 𝑥 = 𝑜, we obtain inequality (1.1) since 𝐹𝑜 = ℐ𝑓 .
We observe that all series involved in (4.9) converge due to 𝑈(𝑜) < ∞ and the finiteness of

the set {𝑓 ̸= 0}. The second term in (4.9) is hinted at by an interpolation between the first
term and the result of Lemma 5.1.
We shall prove estimate (4.9) by the induction in decreasing the length of the chain [𝑜, 𝑥]. If

this length is sufficiently large, then 𝐺𝑥 = 0 due to the finiteness of the set {𝑓 ̸= 0} and we can
suppose that (4.9) holds for all 𝑦 ∈ 𝑅𝑥 instead of 𝑥. We then also suppose that 𝐵(𝑥) > 0 since
𝑢
⃒⃒
𝑆𝑥

≡ 0 and 𝐺𝑥 = 0 as 𝐵(𝑥) = 0.

We let 𝜏 = 𝑈𝑝′(𝑥)𝑣1−𝑝
′
(𝑥)/𝐵(𝑥). It follows from 𝐶 = 1 that

𝑈𝑝′(1/𝑞−𝑠/𝑞′)(𝑥)𝐵𝑠+1(𝑥) ⩽ 𝑈𝑝′(1/𝑞−𝑠/𝑞′)+𝑝′(𝑠+1)/𝑞′(𝑥) = 𝑈𝑝′(𝑥),

𝜀
𝑈𝑝′(1/𝑞−𝑠/𝑞′)(𝑥)

𝑣𝑝′−1(𝑥)
⩽ 𝜀1𝜏𝐵

−𝑠(𝑥).

For each 𝑡 > 0 by the Minkowski (𝑟 ⩾ 1) and Hölder inequalities we have(︂∑︁
𝑆𝑥

𝑢𝐹 𝑟
𝑥

)︂𝑝/𝑟
⩽ (1 + 𝑡)𝑝−1

(︂∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥

)︂𝑝/𝑟
+ (1 + 1/𝑡)𝑝−1𝑈𝑝/𝑟(𝑥)𝑓𝑝(𝑥)⏟  ⏞  

𝐻

.
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As 𝑡 = 𝜀2𝜏 , in view of (4.1) and (4.8) we obtain

𝐺𝑥 ⩽
∑︁
𝑦∈𝑅𝑥

(︂∑︁
𝑆𝑦

𝑢𝐹 𝑞
𝑦

)︂𝑝/𝑞
+ (1− 𝜏)−𝑠𝐵−𝑠(𝑥)

(︂∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥

)︂𝑝/𝑟
+ 𝑐1

{︀
𝑈𝑝/𝑞(𝑥) + 𝑣(𝑥)

}︀
𝑓𝑝(𝑥) +𝐵−𝑠(𝑥)𝐻.

(4.10)

It is obvious that

(1− 𝜏)𝐵(𝑥) = 𝐵(𝑥)− 𝑈𝑝′(𝑥)𝑣1−𝑝
′
(𝑥) =

∑︁
𝑅𝑥

𝐵.

If 𝑝/𝑟 ⩽ 1, then by the embedding ℓ𝑝/𝑟 ⊂ ℓ1 and the property 𝑠 > 0 we get(︂∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥

)︂𝑝/𝑟
=

(︂∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦

𝑢𝐹 𝑟
𝑦

)︂𝑝/𝑟
⩽
∑︁
𝑦∈𝑅𝑥

(︂∑︁
𝑆𝑦

𝑢𝐹 𝑟
𝑦

)︂𝑝/𝑟
,

(︂∑︁
𝑅𝑥

𝐵

)︂−𝑠(︂∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥

)︂𝑝/𝑟
⩽
∑︁
𝑦∈𝑅𝑥

𝐵−𝑠(𝑦)

(︂∑︁
𝑆𝑦

𝑢𝐹 𝑟
𝑦

)︂𝑝/𝑟
. (4.11)

As 𝑝/𝑟 > 1, the Hölder inequality implies(︂∑︁
𝑆𝑥

𝑢𝐸𝑟
𝑥

)︂𝑝/𝑟
⩽

(︂∑︁
𝑅𝑥

𝐵𝜎

)︂𝑠/𝜎 ∑︁
𝑦∈𝑅𝑥

𝐵−𝑠(𝑦)

(︂∑︁
𝑆𝑦

𝑢𝐹 𝑟
𝑦

)︂𝑝/𝑟
,

where

𝜎 =
𝑠𝑟

𝑝− 𝑟
=
𝑝− 1

𝑞 − 1

𝑞 − 𝑟

𝑝− 𝑟
⩾ 1.

The embedding ℓ1 ⊂ ℓ𝜎 again gives estimate (4.11).
By inequalities (4.10), (4.11) and (4.9) (for points in 𝑅𝑥) we obtain

𝐺𝑥 ⩽
∑︁
𝑦∈𝑅𝑥

𝐺𝑦 + 𝑐1
{︀
𝑈𝑝/𝑞(𝑥) + 𝑣(𝑥)

}︀
𝑓𝑝(𝑥) +𝐵−𝑠(𝑥)𝐻

⩽ 𝐴𝑝
∑︁
𝑆𝑥∖{𝑥}

𝑣𝑓𝑝 + 𝑐1
{︀
𝑈𝑝/𝑞(𝑥) + 𝑣(𝑥)

}︀
𝑓𝑝(𝑥) +𝐵−𝑠(𝑥)𝐻.

The estimates 𝑈𝑝′𝑣1−𝑝
′
⩽ 𝐵 ⩽ 𝑈𝑝′/𝑞′ show that 𝑈𝑝/𝑞 ⩽ 𝑣 and

𝐵−𝑠(𝑥)𝐻 ⩽ 𝐵−𝑠(𝑥)

(︂
1 + 𝜀2
𝜀2𝜏

)︂𝑝−1

𝑈𝑝/𝑟(𝑥)𝑓𝑝(𝑥)

= (1 + 𝜀−1
2 )𝑝−1𝐵𝑝−1−𝑠(𝑥)𝑈𝑝/𝑟−𝑝(𝑥)𝑣(𝑥)𝑓𝑝(𝑥)

⩽ (1 + 𝜀−1
2 )𝑝−1𝑣(𝑥)𝑓𝑝(𝑥),

since 𝑝− 1− 𝑠 = (𝑝− 1)𝑞′/𝑟′. This proves (4.9) and inequality (1.1).
Second way. In [3, Sect. 3] and [4, 5.4.1] the implication 𝐶 < ∞ ⇒ (1.1) for 𝑝 = 𝑞 was

proved by applying the Marcinkiewicz interpolation theorem to the maximal operator. As in
the case of Lemma 4.2, here we consider the case 𝑝 ⩽ 𝑞 and apply Lemma 3.1 instead of the
maximal operator.
Let

𝑔 : 𝑇 → R,
∑︁
𝑇

𝑢|𝑔| <∞, 𝑡 > 0,

𝐽𝑔(𝑥) = 𝑈−1(𝑥)
∑︁
𝑆𝑥

𝑢𝑔, 𝐸 =
{︀
𝑥 ∈ 𝑇 : 𝐽 |𝑔|(𝑥) > 𝑡

}︀
.
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Similarly to the proof of Lemma 4.2 we have∑︁
𝐸

𝑈𝑝′𝑣1−𝑝
′
=
∑︁

𝑥∈𝐸min

∑︁
𝑆𝑥∩𝐸

𝑈𝑝′𝑣1−𝑝
′
⩽ 𝐶𝑝′

∑︁
𝑥∈𝐸min

𝑈𝑝′/𝑞′(𝑥) ⩽ 𝐶𝑝′
(︂∑︁
𝐸min

𝑈

)︂𝑝′/𝑞′

⩽ 𝐶𝑝′𝑡−𝑝
′/𝑞′
(︂ ∑︁
𝑥∈𝐸min

∑︁
𝑆𝑥

𝑢|𝑔|
)︂𝑝′/𝑞′

⩽ 𝐶𝑝′𝑡−𝑝
′/𝑞′
(︂∑︁

𝑇

𝑢|𝑔|
)︂𝑝′/𝑞′

.

By |𝐽𝑔| ⩽ 𝐽 |𝑔|, the operator 𝐽 is an operator of weak type (1, 𝑝′/𝑞′) with respect to the space
𝑇 with the measures

𝑋 ↦→
∑︁
𝑋

𝑢 & 𝑋 ↦→
∑︁
𝑋

𝑈𝑝′𝑣1−𝑝
′
.

In view of sup𝑇 |𝐽𝑔| ⩽ sup𝑇 |𝑔| it is also an operator of type (∞,∞). By the Marcinkiewicz
theorem [34, App. B], 𝐽 is an operator of type (𝑞′, 𝑝′) and hence

(∀𝑔 : 𝑇 → [0,∞))

(︂∑︁
𝑇

𝑈𝑝′𝑣1−𝑝
′
[𝐽𝑔]𝑝

′
)︂1/𝑝′

⩽ 𝑐(𝑝, 𝑞, 𝐶)

(︂∑︁
𝑇

𝑢𝑔𝑞
′
)︂1/𝑞′

.

This property coincides with (3.5) and implies (1.1) by Lemma 3.2.
Third way. V.G. Maz’ya posed a problem, see [4], to give a capacity proof of the implication

𝐶 < ∞ ⇒ (1.1). For 𝑝 = 𝑞 it was solved in [4, Thm. 43] by means of a predecessor of our
Lemma 4.2 and the formula

cap(𝐸) = sup
𝑢:𝑇→[0,∞) : {𝑢̸=0}⊂𝐸

𝑈(𝑜)

𝐶𝑝
.

We are going to show how to avoid using this formula.
For 𝐸 ∈ ℰ we let 𝑢𝐸 = 𝜒𝐸𝑢. We take 𝑓 ∈ Ω𝑜(𝐸), that is, a function 𝑓 : 𝑇 → [0,∞) such

that ℐ𝑓 ⩾ 1 on 𝐸. By the Fubini theorem, the Hölder inequality and Lemma 4.2 we find

𝑈𝐸(𝑜) =
∑︁
𝑇

𝑢𝐸 ⩽
∑︁
𝑇

𝑢𝐸ℐ𝑓 =
∑︁
𝑇

𝑈𝐸𝑓

⩽

(︂∑︁
𝑇

𝑈𝑝′

𝐸 𝑣
1−𝑝′
)︂1/𝑝′(︂∑︁

𝑇

𝑣𝑓𝑝
)︂1/𝑝

= 𝐵
1/𝑝′

𝐸 (𝑜)

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

⩽ 𝑞1/𝑝
′
𝐶𝑈

1/𝑞′

𝐸 (𝑜)

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

,

𝑈
1/𝑞
𝐸 (𝑜) ⩽ 𝛼

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

for 𝛼 = 𝑞1/𝑝
′
𝐶.

Taking inf𝑓 gives condition (4.3) and this implies (1.1) by Lemma 4.3.
(b) Let 1 < 𝑝 < 𝑞 <∞. Let (1.1) hold. For a function 𝑓 = 𝜒𝑃𝑥𝑣

1−𝑝′ we have

ℐ𝑓 =
∑︁
𝑃𝑥

𝑓 = 𝑉 (𝑥)

on the set 𝑆𝑥. This implies

𝑈1/𝑞(𝑥)𝑉 (𝑥) ⩽

(︂∑︁
𝑇

𝑢[ℐ𝑓 ]𝑞
)︂1/𝑞

⩽ 𝐴

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

= 𝐴𝑉 1/𝑝(𝑥),

and 𝐷 ⩽ 𝐴 < ∞. This proof is standard [2]. In the same way we can substitute 𝑔 = 𝜒𝑆𝑥 into
Lemma 3.2 and we obtain that

𝒥 𝑔(𝑤) =
∑︁
𝑆𝑤

𝑢𝑔 = 𝑈(𝑥) as 𝑤 ∈ 𝑃𝑥,
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𝑈(𝑥)𝑉 1/𝑝′(𝑥) ⩽

(︂∑︁
𝑇

𝑣1−𝑝
′
[𝒥 𝑔]𝑝′

)︂1/𝑝′

⩽ 𝐴

(︂∑︁
𝑇

𝑢𝑔𝑞
′
)︂1/𝑞′

= 𝐴𝑈1/𝑞′(𝑥).

This again yields 𝐷 ⩽ 𝐴 <∞.
And vice versa, let 𝐷 <∞. We apply the induction in combination with Lemmas 4.3 and 4.4

that is similar to works [6], [7], in which the arguing was more complicated.
We denote

𝛼 =

(︂
𝑞

𝑞 − 𝑝

)︂1/𝑝′

𝐷.

We take 𝐸 ∈ ℰ . As in Theorem 3.1, we can suppose that the set {𝑢 ̸= 0} is finite. Then, for
sufficiently long chains [𝑜, 𝑥], (︂∑︁

𝑆𝑥∩𝐸

𝑢

)︂1/𝑞

⩽ 𝛼 cap(𝑆𝑥 ∩ 𝐸)1/𝑝. (4.12)

Suppose that (4.12) holds for the elements of the set 𝑅𝑥 instead of 𝑥. By formula (4.5) this
means that

(∀𝑦 ∈ 𝑅𝑥)
∑︁
𝑆𝑦∩𝐸

𝑢 ⩽ 𝛼𝑞ℎ(𝑠𝑦),

where 𝑠𝑦 = cap𝑦(𝐸) and

ℎ(𝑠) =
(︀
𝒱(𝑦) + 𝑠1−𝑝

′)︀−𝑞/𝑝′
=
(︀
𝑉 (𝑥) + 𝑠1−𝑝

′)︀−𝑞/𝑝′
.

If 𝑥 ∈ 𝐸, then cap(𝑆𝑥 ∩ 𝐸) = 𝑉 1−𝑝(𝑥) by (4.6) and hence (4.12) holds due to inequality
𝐷 ⩽ 𝛼. Let 𝑥 /∈ 𝐸. Then ∑︁

𝑆𝑥∩𝐸

𝑢 =
∑︁
𝑦∈𝑅𝑥

∑︁
𝑆𝑦∩𝐸

𝑢 ⩽ 𝛼𝑞
∑︁
𝑦∈𝑅𝑥

ℎ(𝑠𝑦).

As 𝑠 > 0,

𝑑

𝑑𝑠

ℎ(𝑠)

𝑠
= 𝑠−2

(︀
𝑉 (𝑥) + 𝑠1−𝑝

′)︀−𝑞/𝑝′−1
(︂
𝑞 − 𝑝

𝑝
𝑠1−𝑝

′ − 𝑉 (𝑥)

)︂
.

Therefore, if

𝜎 =
∑︁
𝑦∈𝑅𝑥

𝑠𝑦 ⩽ 𝜎0 =
(︀ 𝑞 − 𝑝

𝑝𝑉 (𝑥)

)︀𝑝−1
,

then

𝑠𝑦 ⩽ 𝜎 ⇒ ℎ(𝑠𝑦) ⩽ 𝑠𝑦ℎ(𝜎)/𝜎 ⇒ 𝛼𝑞
∑︁
𝑦∈𝑅𝑥

ℎ(𝑠𝑦) ⩽ 𝛼𝑞ℎ(𝜎),

see [21, Sect. 3.14] about this arguing. If 𝜎 > 𝜎0, then∑︁
𝑆𝑥∩𝐸

𝑢 ⩽ 𝑈(𝑥) ⩽ 𝐷𝑞𝑉 −𝑞/𝑝′(𝑥) = 𝛼𝑞ℎ(𝜎0)

⩽ 𝛼𝑞ℎ(𝜎) = 𝛼𝑞 cap(𝑆𝑥 ∩ 𝐸)𝑞/𝑝 (due to (4.6)).

By the induction, relation (4.12) has been established for 𝑥 ∈ 𝑇 . For 𝑥 = 𝑜 we get condition
(4.3) and this proves (1.1) by Lemma 4.3.
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5. Arcozzi–Rochberg–Sawyer criteria for 𝑇 ∪ 𝜕𝑇 and 𝒟

We denote by 𝜕𝑇 the set of all sequences

𝑥 = (𝑥𝑖)
∞
𝑖=0 ⊂ 𝑇 : 𝑥𝑖 ̸= 𝑥𝑗 (𝑖 ̸= 𝑗) & 𝑥0 = 𝑜 & 𝑥𝑖 ∼ 𝑥𝑖+1 (𝑖 ⩾ 0).

For 𝑥 ∈ 𝑇 = 𝑇 ∪ 𝜕𝑇 and a function 𝑓 : 𝑇 → [0,∞) we let

𝑃𝑥,𝑇 =

{︃
𝑃𝑥 as 𝑥 ∈ 𝑇,

𝑥 as 𝑥 ∈ 𝜕𝑇,

ℐ𝑓(𝑥) =
∑︁
𝑃𝑥,𝑇

𝑓.

For 𝑥 ∈ 𝑇 we let

𝑆𝑥,𝜕𝑇 =
{︀
𝑦 ∈ 𝜕𝑇 : 𝑥 ∈ 𝑦

}︀
,

𝑆𝑥,𝑇 =
{︀
𝑦 ∈ 𝑇 : 𝑥 ∈ 𝑃𝑦,𝑇

}︀
= 𝑆𝑥 ∪ 𝑆𝑥,𝜕𝑇 .

Usually the set 𝑇 is equipped with a topology and one considers Borel measures on it. For
our purposes it is sufficient to consider a 𝜎–algebra S in 𝑇 generated by all sets 𝑆𝑥,𝑇 . If the
set {𝑓 ̸= 0} is finite, then the function ℐ𝑓 is S–measurable and hence the same is true for each
function 𝑓 . It follows from formula (3.2) and a similar formula

𝑆𝑥,𝜕𝑇 =
⋃︁
𝑦∈𝑅𝑥

𝑆𝑦,𝜕𝑇 (the union is disjunctive) (5.1)

that

{𝑥} = 𝑆𝑥 ∖
⋃︁
𝑦∈𝑅𝑥

𝑆𝑦 = 𝑆𝑥,𝑇 ∖
⋃︁
𝑦∈𝑅𝑥

𝑆𝑦,𝑇 ∈ S

for each 𝑥 ∈ 𝑇 . Hence, 𝑇 ∈ S, and the 𝜎–algebra S
⃒⃒
𝑇
consists of all subsets in 𝑇 , while the

𝜎–algebra S
⃒⃒
𝜕𝑇

is generated by the sets 𝑆𝑥,𝜕𝑇 .

We are going to establish a version of Arcozzi–Rochberg–Sawyer criteria for the set 𝑇 (by
means of new arguing); first we need to prove a couple of lemmas. We consider 𝑝, 𝑞 ∈ (1,∞).
For a finite measure 𝜈 defined on S we let

𝑈𝑇 (𝑥) = 𝜈(𝑆𝑥,𝑇 ) (𝑥 ∈ 𝑇 ),

𝐵𝑇 (𝑥) =
∑︁
𝑆𝑥

𝑈𝑝′

𝑇
𝑣1−𝑝

′
(𝑥 ∈ 𝑇 ),

𝐶𝑇 = sup
𝑇
𝐵

1/𝑝′

𝑇
𝑈

−1/𝑞′

𝑇
,

𝐷𝑇 = sup
𝑇
𝑈

1/𝑞

𝑇
𝑉 1/𝑝′ .

Lemma 5.1. The identity 𝛽 = 𝐵
1/𝑝′

𝑇
(𝑜) holds, where

𝛽 = sup
𝑓

∫︀
𝑇

ℐ𝑓 𝑑𝜈(︀∑︀
𝑇

𝑣𝑓𝑝
)︀1/𝑝 .

This lemma “resolves” the Hardy inequality on 𝑇 as 𝑝 > 𝑞 = 1. For trace inequality (2.5) a

similar criterion is 𝐴1 =
(︀ ∫︀
R𝑛

(𝐼𝑙𝜇)
𝑝′ 𝑑𝑥

)︀1/𝑝′
[20].
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Proof. By the Fubini theorem and the Hölder inequality∫︁
𝑇

ℐ𝑓 𝑑𝜈 =
∑︁
𝑇

𝑈𝑇𝑓 ⩽

(︂∑︁
𝑇

𝑈𝑝′

𝑇
𝑣1−𝑝

′
)︂1/𝑝′(︂∑︁

𝑇

𝑣𝑓𝑝
)︂1/𝑝

= 𝐵
1/𝑝′

𝑇
(𝑜)

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

,

so that 𝛽 ⩽ 𝐵
1/𝑝′

𝑇
(𝑜). The choice 𝑓 = (𝑈𝑇/𝑣)

𝑝′−1 (and a simple regularization in the case
𝐵𝑇 (𝑜) = ∞) shows that here the equality holds true. The proof is complete.

Lemma 5.2. The following estimates hold:

𝐷𝑇 ⩽ 𝑞1/𝑝
′
𝐶𝑇 , (5.2)

𝑝 < 𝑞 ⇒ 𝐶𝑇 ⩽ 2(2𝑝
′/𝑞′−1 − 1)−1/𝑝′𝐷𝑇 , (5.3)

(𝑇, 𝑜) = (N, 1) ⇒ 𝐶𝑇 ⩽ (𝑞′)1/𝑝
′
𝐷𝑇 . (5.4)

For 𝜈(𝜕𝑇 ) = 0 an estimate of type (5.3) was established in [2].

Proof. Let 𝑈𝑇 (𝑥) > 0. On 𝑃𝑥 we have 𝑈𝑇 ⩾ 𝑈𝑇 (𝑥) and this is why

𝑉 (𝑥) =
∑︁
𝑤∈𝑃𝑥

𝑈𝑝′

𝑇
(𝑤)𝑣1−𝑝

′
(𝑤)

∫︁
0<𝑡<1/𝑈𝑇 (𝑤)

𝑑(𝑡𝑝
′
) = 𝑝′

1/𝑈𝑇 (𝑥)∫︁
0

𝑡𝑝
′−1 𝑑𝑡

∑︁
𝐸𝑡

𝑈𝑝′

𝑇
𝑣1−𝑝

′
,

where 𝐸𝑡 =
{︀
𝑤 ∈ 𝑃𝑥 : 𝑈𝑇 (𝑤) < 1/𝑡

}︀
. This set contains 𝑥 and has the least element 𝑤, for

which ∑︁
𝐸𝑡

𝑈𝑝′

𝑇
𝑣1−𝑝

′
⩽ 𝐵𝑇 (𝑤) ⩽ 𝐶𝑝′

𝑇
𝑈
𝑝′/𝑞′

𝑇
(𝑤) ⩽ 𝐶𝑝′

𝑇
𝑡−𝑝

′/𝑞′ ,

𝑉 (𝑥) ⩽ 𝑝′𝐶𝑝′

𝑇

1/𝑈𝑇 (𝑥)∫︁
0

𝑡𝑝
′/𝑞−1 𝑑𝑡 = 𝑞𝐶𝑝′

𝑇
𝑈

−𝑝′/𝑞
𝑇

(𝑥),

and this proves (5.2).
Let 𝑝 < 𝑞 and 𝑈𝑇 (𝑥) > 0. For 𝑘 ⩾ 0 we denote

𝑌𝑘 =
{︀
𝑦 ∈ 𝑆𝑥 : 𝑈𝑇 (𝑦)/𝑈𝑇 (𝑥) ∈ (2−𝑘−1, 2−𝑘]

}︀
.

The sets 𝑆𝑦,𝑇 ⊂ 𝑆𝑥,𝑇 (𝑦 ∈ 𝑌 min
𝑘 ) are mutually disjoint (as in Lemma 3.1). This by formula (3.1)

yields

𝑈𝑇 (𝑥) ⩾
∑︁

𝑦∈𝑌 min
𝑘

𝑈𝑇 (𝑦) ⩾ 2−𝑘−1𝑈𝑇 (𝑥) card𝑌
min
𝑘 ,

𝐵𝑇 (𝑥) =
∞∑︁
𝑘=0

∑︁
𝑌𝑘

𝑈𝑝′

𝑇
𝑣1−𝑝

′
⩽

∞∑︁
𝑘=0

2𝑘+1 max
𝑦∈𝑌 min

𝑘

∑︁
𝑆𝑦∩𝑌𝑘

𝑈𝑝′

𝑇
𝑣1−𝑝

′
.

For 𝑦 ∈ 𝑌 min
𝑘 ⊂ 𝑌𝑘 and 𝑧1, 𝑧2 ∈ 𝑆𝑦 ∩ 𝑌𝑘 we have

2−𝑘−1 + 2−𝑘−1 <
𝑈𝑇 (𝑧1)

𝑈𝑇 (𝑥)
+
𝑈𝑇 (𝑧2)

𝑈𝑇 (𝑥)
=
𝜈(𝑆𝑧1,𝑇 ∪ 𝑆𝑧2,𝑇 ) + 𝜈(𝑆𝑧1,𝑇 ∩ 𝑆𝑧2,𝑇 )

𝑈𝑇 (𝑥)

⩽ 2−𝑘 +
𝜈(𝑆𝑧1,𝑇 ∩ 𝑆𝑧2,𝑇 )

𝑈𝑇 (𝑥)
.

Hence, 𝑆𝑧1,𝑇 ∩𝑆𝑧2,𝑇 ̸= ∅ and thus, 𝑧1 ⩽ 𝑧2 or 𝑧2 ⩽ 𝑧1, that is, the set 𝑆𝑦∩𝑌𝑘 is linearly ordered.
For each 𝑧 ∈ 𝑆𝑦 ∩ 𝑌𝑘 ∑︁

𝑆𝑦∩𝑌𝑘∩𝑃𝑧

𝑈𝑝′

𝑇
𝑣1−𝑝

′
⩽ (2−𝑘𝑈𝑇 (𝑥))

𝑝′𝑉 (𝑧)
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⩽ (2−𝑘𝑈𝑇 (𝑥))
𝑝′𝐷𝑝′

𝑇
𝑈

−𝑝′/𝑞
𝑇

(𝑧)

⩽ (2−𝑘𝑈𝑇 (𝑥))
𝑝′𝐷𝑝′

𝑇
(2−𝑘−1𝑈𝑇 (𝑥))

−𝑝′/𝑞

= 2𝑝
′/𝑞2−𝑘𝑝

′/𝑞′𝐷𝑝′

𝑇
𝑈
𝑝′/𝑞′

𝑇
(𝑥).

Taking the supremums in 𝑧 and 𝑦, we see that

𝐵𝑇 (𝑥) ⩽ 2𝑝
′/𝑞+1𝐷𝑝′

𝑇
𝑈
𝑝′/𝑞′

𝑇
(𝑥)

∞∑︁
𝑘=0

2𝑘(1−𝑝
′/𝑞′) =

2𝑝
′
𝐷𝑝′

𝑇
𝑈
𝑝′/𝑞′

𝑇
(𝑥)

2𝑝′/𝑞′−1 − 1
.

This proves estimate (5.3). We observe that it can be strengthened since in fact we have
card𝑌 min

𝑘 ⩽ 2𝑘+1 − 1.
Let (𝑇, 𝑜) = (N, 1) and 𝑈𝑇 (𝑥) > 0. On 𝑆𝑥 we have 𝑈𝑇 ⩽ 𝑈𝑇 (𝑥) and this is why

𝐵𝑇 (𝑥) =
∑︁
𝑦∈𝑆𝑥

𝑣1−𝑝
′
(𝑦)

∫︁
0<𝑡<𝑈𝑇 (𝑦)

𝑑(𝑡𝑝
′
) = 𝑝′

𝑈𝑇 (𝑥)∫︁
0

𝑡𝑝
′−1 𝑑𝑡

∑︁
𝐸𝑡

𝑣1−𝑝
′
,

where 𝐸𝑡 =
{︀
𝑦 ∈ 𝑆𝑥 : 𝑈𝑇 (𝑦) > 𝑡

}︀
. Considering 𝑦 ∈ 𝐸𝑡 and sup𝑦∈𝐸𝑡

, we have∑︁
𝐸𝑡∩𝑃𝑦

𝑣1−𝑝
′
⩽ 𝑉 (𝑦) ⩽ 𝐷𝑝′

𝑇
𝑈

−𝑝′/𝑞
𝑇

(𝑦) ⩽ 𝐷𝑝′

𝑇
𝑡−𝑝

′/𝑞,

𝐵𝑇 (𝑥) ⩽ 𝑝′𝐷𝑝′

𝑇

𝑈𝑇 (𝑥)∫︁
0

𝑡𝑝
′/𝑞′−1 𝑑𝑡 = 𝑞′𝐷𝑝′

𝑇
𝑈
𝑝′/𝑞′

𝑇
(𝑥),

and this proves (5.4). The proof is complete.

Theorem 5.1. (a) If 1 < 𝑝 ⩽ 𝑞 <∞, then the Hardy inequality

(∃𝐴 ⩾ 0) (∀𝑓 : 𝑇 → [0,∞))

(︂∫︁
𝑇

[ℐ𝑓 ]𝑞 𝑑𝜈
)︂1/𝑞

⩽ 𝐴

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

(5.5)

is equivalent to 𝐶𝑇 <∞. At the same time,

𝐶𝑇 ⩽ 𝐴 ⩽ 𝑞1/𝑞+(𝑝′−𝑞′)(𝑝−1)/(𝑝′𝑞′)𝑟(𝑝−1)/𝑞𝐶𝑇 (𝑟 = 𝑝′(𝑞 − 1) ⩾ 𝑞) (5.6)

for the best 𝐴 in (5.5). In particular, 𝐶𝑇 ⩽ 𝐴 ⩽ 𝑝𝐶𝑇 as 𝑝 = 𝑞.
(b) If 1 < 𝑝 < 𝑞 <∞, then (5.5) ⇔ 𝐷𝑇 <∞.

For 𝑝 = 𝑞 the equivalence from (a) is contained in [4, Thm. 32].
As 𝑇 = {𝑜}, the identity 𝐶𝑇 = 𝐴 holds. For the tree (𝑇, 𝑜) = (N, 1) and 𝜈(𝜕𝑇 ) = 0 in [26]

the estimate 𝐴 ⩽ 𝑞𝐶𝑇 was obtained and it was pointed our that as 𝑝 = 𝑞 it is optimal. An
optimal estimate for 𝑝 < 𝑞 was found in [35, (55)]. Thus, the inequalities 𝐶𝑇 ⩽ 𝐴 ⩽ 𝑝𝐶𝑇 in (a)
are best possible.

Proof. Let 1 < 𝑝 ⩽ 𝑞 <∞. If (5.5) holds, then

(∀𝑓)
∫︁
𝑇

ℐ𝑓 𝑑𝜈 ⩽ 𝑈
1/𝑞′

𝑇
(𝑜)

(︂∫︁
𝑇

[ℐ𝑓 ]𝑞 𝑑𝜈
)︂1/𝑞

⩽ 𝐴𝑈
1/𝑞′

𝑇
(𝑜)

(︂∑︁
𝑇

𝑣𝑓𝑝
)︂1/𝑝

by the Hölder inequality. By Lemma 5.1 this yields 𝐵
1/𝑝′

𝑇
(𝑜) = 𝛽 ⩽ 𝐴𝑈

1/𝑞′

𝑇
(𝑜). Applying this

result to all trees (𝑆𝑥, 𝑥), we obtain 𝐶𝑇 ⩽ 𝐴 <∞.
And vice versa, let 𝐶𝑇 < ∞. Our derivation of (5.5) is similar to the derivation of the

implications (2.10) ⇒ (2.11) ⇒ (2.5) in [16] by means of an analogue of formula (3.10) for the
Riesz potentials. It is also similar to the proof of inequality (1.3) with 𝑝 = 𝑞 in [27].
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Let a function 𝑓 : 𝑇 → [0,∞) be such that
∑︀
𝑇

𝑣𝑓𝑝 ⩽ 1 and the set {𝑓 ̸= 0} is finite. For

𝐹 = ℐ𝑓 and 𝑥 ∈ 𝑇 we have

𝐹 𝑞(𝑥) ⩽ 𝑞
∑︁
𝑃𝑥,𝑇

𝐹 𝑞−1𝑓.

For 𝑥 ∈ 𝑇 this estimate was provided in the proof of Theorem 3.3, while for 𝑥 = (𝑥𝑖)
∞
0 ∈ 𝜕𝑇 it

should be applied to 𝑥𝑖 and then one should pass to the limit as 𝑖→ ∞. In the same way,

𝐹 𝑟(𝑥) ⩽ 𝑟
∑︁
𝑃𝑥

𝐹 𝑟−1𝑓, 𝑥 ∈ 𝑇.

By the Fubini theorem and Hölder inequality this implies

𝑞−1

∫︁
𝑇

𝐹 𝑞 𝑑𝜈 ⩽ 𝑊 =
∑︁
𝑇

𝑈𝑇𝐹
𝑞−1𝑓 ⩽

(︂∑︁
𝑇

𝑈𝑝′

𝑇
𝑣1−𝑝

′
𝐹 𝑟

)︂1/𝑝′

,

𝑟−1
∑︁
𝑇

𝑈𝑝′

𝑇
𝑣1−𝑝

′
𝐹 𝑟 ⩽

∑︁
𝑇

𝐵𝑇𝐹
𝑟−1𝑓 ⩽ 𝐶𝑝′

𝑇

∑︁
𝑇

𝑈
𝑝′/𝑞′

𝑇
𝐹 𝑟−1𝑓 ⩽ 𝐶𝑝′

𝑇

(︂
sup
𝑇
𝑈

1/𝑞

𝑇
𝐹

)︂𝑟−𝑞
𝑊,

since 𝑝′/𝑞′ − 1 = (𝑟 − 𝑞)/𝑞. By the Hölder inequality and estimate (5.2) we have

𝐹 (𝑥) =
∑︁
𝑃𝑥

𝑓 ⩽

(︂∑︁
𝑃𝑥

𝑣1−𝑝
′
)︂1/𝑝′

= 𝑉 1/𝑝′(𝑥), sup
𝑇
𝑈

1/𝑞

𝑇
𝐹 ⩽ 𝐷𝑇 ⩽ 𝑞1/𝑝

′
𝐶𝑇 ,

𝑊 ⩽
{︀
𝑟𝐶𝑝′

𝑇
(𝑞1/𝑝

′
𝐶𝑇 )

𝑟−𝑞𝑊
}︀1/𝑝′

,

∫︁
𝑇

𝐹 𝑞 𝑑𝜈 ⩽ 𝑞𝑊 ⩽ 𝑞1+(𝑟−𝑞)(𝑝−1)/𝑝′𝑟𝑝−1𝐶𝑞

𝑇
.

The passage to the limit gives the obtained estimate for all 𝑓 with
∑︀
𝑇

𝑣𝑓𝑝 ⩽ 1 and this implies

relations (5.5) and (5.6). The proof of Statement (a) is complete.
Statement (b) follows from (a) and inequalities (5.2) and (5.3).
We note that criterion (2.2) is implied by (a) and inequalities (5.2) and (5.4). The proof is

complete.

We proceed to an interpretation of condition (2.12) in terms of the Hardy inequality.

Lemma 5.3. The relation

(∀𝑥 ∈ 𝑇∞) 𝑁(𝑥) =
∑︁

𝑅𝑥∩𝑇∞

𝑁 (5.7)

holds true, where 𝑇∞ =
{︀
𝑥 ∈ 𝑇 : 𝑆𝑥,𝜕𝑇 ̸= ∅

}︀
and 𝑁(𝑥) = 𝜈(𝑆𝑥,𝜕𝑇 ).

And vice versa, if the sets 𝑅𝑥 ∩𝑇∞ are finite and a function 𝑁 : 𝑇∞ → [0,∞) satisfies (5.7),
then there exists a unique finite measure 𝜈 on the 𝜎–algebra S

⃒⃒
𝜕𝑇

such that 𝜈(𝑆𝑥,𝜕𝑇 ) = 𝑁(𝑥)
as 𝑥 ∈ 𝑇∞.

Proof. The first statement of the lemma is implied by the property

(∀𝑥 ∈ 𝑇 ) 𝑆𝑥,𝜕𝑇 =
⋃︁

𝑦∈𝑅𝑥∩𝑇∞

𝑆𝑦,𝜕𝑇 (the union is disjunctive) (5.8)

(corollary from (5.1)) and the countably additivity of the measure 𝜈.
And vice versa, let the sets 𝑅𝑥 ∩ 𝑇∞ be finite and let (5.7) hold. We let

S𝜕𝑇 =
{︀
𝑋 ⊂ 𝜕𝑇 : 𝑋 = ∅ or 𝑋 = 𝑆𝑥,𝜕𝑇 for some 𝑥 ∈ 𝑇∞

}︀
.

For 𝑋, 𝑌 ∈ S𝜕𝑇 either 𝑋 ∩ 𝑌 = ∅ or there exists (𝑥𝑖)
∞
0 ∈ 𝑋 ∩ 𝑌 . In the second case

𝑋 = 𝑆𝑥𝑖,𝜕𝑇 and 𝑌 = 𝑆𝑥𝑗 ,𝜕𝑇 for some 𝑖 and 𝑗, while 𝑥𝑖 and 𝑥𝑗 are comparable. Hence, in each
case 𝑋 ∩ 𝑌 ∈ {∅, 𝑋, 𝑌 } and the family S𝜕𝑇 is closed with respect to the intersections.
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If 𝑋 ⊋ 𝑌 ̸= ∅, then we necessarily have 𝑖 < 𝑗. Applying formula (5.8) to the points
𝑥 = 𝑥𝑖, . . . , 𝑥𝑗−1, we construct a finite expansion 𝑋 =

⋃︀𝑛
𝑘=1 𝑌𝑘 with 𝑌1 = 𝑌 and mutually

disjoint 𝑌𝑘 ∈ S𝜕𝑇 . In the terminology from [36, Sect. I.5] this means that S𝜕𝑇 is a semi–ring
generating the 𝜎–algebra S

⃒⃒
𝜕𝑇
. This is why the results on the Lebesgue continuation of the

measures from [36, Sect. V.3] will prove the lemma if we confirm that there exists a unique
countably additive function 𝜈 on S𝜕𝑇 with the property 𝜈(𝑆𝑥,𝜕𝑇 ) = 𝑁(𝑥).
We consider the set 𝑍 ⊂ 𝑇∞. Let 𝑥 ∈ 𝑇∞ be such that

𝑥 /∈
⋃︁
𝑧∈𝑍

(︀
𝑆𝑧 ∖ {𝑧}

)︀
, (5.9a)

𝑆𝑥,𝜕𝑇 =
⋃︁

𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑥,𝜕𝑇

𝑆𝑧,𝜕𝑇 (the union is disjunctive), (5.9b)

𝑁(𝑥) ̸=
∑︁

𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑥,𝜕𝑇

𝑁(𝑧). (5.9c)

We take an arbitrary 𝑦 ∈ 𝑅𝑥∩𝑇∞. If 𝑦 ∈ 𝑆𝑧 ∖{𝑧} for some 𝑧 ∈ 𝑍, then 𝑥 ∈ 𝑆𝑧 and hence 𝑥 = 𝑧
by (5.9a). It follows from (5.9b) that relation (5.9c) becomes the contradiction 𝑁(𝑥) ̸= 𝑁(𝑥).
Hence,

𝑦 /∈
⋃︁
𝑧∈𝑍

(︀
𝑆𝑧 ∖ {𝑧}

)︀
.

Let us show that

𝑆𝑦,𝜕𝑇 =
⋃︁

𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑦,𝜕𝑇

𝑆𝑧,𝜕𝑇 (the union is disjunctive). (5.10)

The embedding “⊃” is obvious, while the disjunctive property is implied by (5.9b). We consider
an arbitrary (𝑥𝑖)

∞
0 ∈ 𝑆𝑦,𝜕𝑇 . We have 𝑥 = 𝑥𝑗 and 𝑦 = 𝑥𝑗+1 for some 𝑗, and it follows from (5.9b)

that 𝑧 = 𝑥𝑘 ∈ 𝑍 for some 𝑘. It follows from (5.9a) that 𝑗 ⩽ 𝑘. The identity 𝑥 = 𝑧 gives a
contradiction as above and this is why 𝑗 < 𝑘 and (𝑥𝑖)

∞
0 ∈ 𝑆𝑧,𝜕𝑇 ⊂ 𝑆𝑦,𝜕𝑇 . This completes the

proof of statement (5.10).
By (5.8), (5.9b) and (5.10) there is a disjunctive union{︀

𝑧 ∈ 𝑍 : 𝑆𝑧,𝜕𝑇 ⊂ 𝑆𝑥,𝜕𝑇
}︀
=

⋃︁
𝑦∈𝑅𝑥∩𝑇∞

{︀
𝑧 ∈ 𝑍 : 𝑆𝑧,𝜕𝑇 ⊂ 𝑆𝑦,𝜕𝑇

}︀
.

Suppose that for each 𝑦 ∈ 𝑅𝑥 ∩ 𝑇∞

𝑁(𝑦) =
∑︁

𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑦,𝜕𝑇

𝑁(𝑧).

Then

𝑁(𝑥) =
∑︁

𝑅𝑥∩𝑇∞

𝑁 =
∑︁

𝑦∈𝑅𝑥∩𝑇∞

∑︁
𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑦,𝜕𝑇

𝑁(𝑧) =
∑︁

𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑥,𝜕𝑇

𝑁(𝑧),

which contradicts (5.9c). Hence, for some 𝑦 ∈ 𝑅𝑥 ∩ 𝑇∞ instead of 𝑥 properties (5.9) hold true.
A multiple application of this statement provides 𝑛 ⩾ 0 and (𝑥𝑖)

∞
0 ∈ 𝜕𝑇 such that [𝑜, 𝑥] =

(𝑥𝑖)
𝑛
𝑖=0 and (5.9) holds for all 𝑥𝑖 (𝑖 ⩾ 𝑛) instead of 𝑥. We have (𝑥𝑖)

∞
0 ∈ 𝑆𝑥,𝜕𝑇 by 𝑥 = 𝑥𝑛 and

this is why 𝑧 = 𝑥𝑗 ∈ 𝑍 for some 𝑗 by (5.9b). At the same time 𝑗 ⩾ 𝑛 due to (5.9a). However
𝑥𝑗+1 ∈ 𝑆𝑧 ∖{𝑧} in contradiction with (5.9a). Hence, 𝑥 ∈ 𝑇∞ can not satisfy all conditions (5.9),
that is,

(5.9a) & (5.9b) ⇒ 𝑁(𝑥) =
∑︁

𝑧∈𝑍 : 𝑆𝑧,𝜕𝑇⊂𝑆𝑥,𝜕𝑇

𝑁(𝑧). (5.11)
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Now we consider different 𝑥, 𝑦 ∈ 𝑇∞ such that 𝑆𝑥,𝜕𝑇 = 𝑆𝑦,𝜕𝑇 . This is possible, for instance,
as (𝑇, 𝑜) = (N, 1). Swapping 𝑥 and 𝑦 if this is needed, we suppose that 𝑥 /∈ 𝑆𝑦 ∖ {𝑦}. For
𝑍 = {𝑦} implication (5.11) shows that 𝑁(𝑥) = 𝑁(𝑦). Hence, the definition

𝜈(∅) = 0 & 𝜈(𝑆𝑥,𝜕𝑇 ) = 𝑁(𝑥)

of the set function 𝜈 : S𝜕𝑇 → [0,∞) is correct.
While checking that 𝜈 is countably additive, it is sufficient to consider only non–empty sets.

Suppose that we are given a disjunctive union

𝑆𝑥,𝜕𝑇 =
⋃︁
𝑧∈𝑍

𝑆𝑧,𝜕𝑇 ,

where 𝑍 ⊂ 𝑇∞, and 𝑥 ∈ 𝑇∞ is minimal among all points 𝑥 with a given 𝑆𝑥,𝜕𝑇 . This minimality
and the embeddings 𝑆𝑧,𝜕𝑇 ⊂ 𝑆𝑥,𝜕𝑇 yield that (5.9a) is true. Hence, (5.11) proves the countably
additive property of 𝜈 and Lemma 5.3. The proof is complete.

Let a measure 𝜇 in R𝑛 be supported by a binary cube 𝐾 ∈ 𝒟. We let

𝑇 = 𝒟(𝐾) (see (2.13)) & 𝑜 = 𝐾 & 𝑁(𝑄) = 𝜇(𝑄) (𝑄 ∈ 𝑇 ).

The set 𝑅𝑄 ∩ 𝑇∞ = 𝑅𝑄 consists of 2𝑛 cubes forming a partition of the cube 𝑄 and this gives
(5.7). By Lemma 5.3, on 𝜕𝑇 a measure 𝜈 is defined and it is such that

𝑈𝑇 (𝑄) = 𝜈(𝑆𝑄,𝑇 ) = 𝜈(𝑆𝑄,𝜕𝑇 ) = 𝑁(𝑄) = 𝜇(𝑄),

where we have continued 𝑛𝑢 by zero on 𝑇 : 𝜈(𝑇 ) = 0. For 𝑣(𝑄) = ℓ𝑛−𝑝𝑙𝑄 we have

𝐵𝑇 (𝑃 ) =
∑︁

𝑄∈𝒟 : 𝑄⊂𝑃

𝜇(𝑄)𝑝
′
ℓ
𝑝′(𝑙−𝑛)+𝑛
𝑄 (0 < 𝑙 < 𝑛/𝑝 = 𝑛/𝑞),

which is equal to the left hand side in (2.12). By 𝑝′(𝑙−𝑛)+𝑛 < 0 condition (2.12) is equivalent
to the same condition (with another constant 𝐴7), where 𝑃 ranges over the set 𝒟(𝐾). Hence,
conditions (2.5) and (2.12) are equivalent to the condition 𝐶𝑇 <∞ and by Theorem 5.1(a), to
corresponding Hardy inequality (5.5).
We are going to derive an analogue of Theorem 5.1 for a binary family 𝒟, when the “measure

is supported on the boundary” and “the root is moved to infinity”.
Suppose that we are given 𝑝, 𝑞 ∈ (1,∞), a measure 𝜇 in R𝑛 (𝑛 ∈ N) and a function 𝑣 : 𝒟 →

(0,∞). For a point 𝑥 ∈ R𝑛, a cube 𝑄 ∈ 𝒟 and a function 𝑓 : 𝒟 → [0,∞) we denote

𝑃𝑥,𝒟 =
{︀
𝑄 ∈ 𝒟 : 𝑥 ∈ 𝑄

}︀
, 𝑃𝑄,𝒟 =

{︀
𝑃 ∈ 𝒟 : 𝑃 ⊃ 𝑄

}︀
,

𝑈𝒟(𝑄) = 𝜇(𝑄), 𝑉𝒟(𝑄) =
∑︁
𝑃𝑄,𝒟

𝑣1−𝑝
′
,

ℐ𝒟𝑓(𝑥) =
∑︁
𝑃𝑥,𝒟

𝑓, 𝐵𝒟(𝑄) =
∑︁
𝒟(𝑄)

𝑈𝑝′

𝒟 𝑣
1−𝑝′ ,

𝐶𝒟 = sup
𝒟
𝐵

1/𝑝′

𝒟 𝑈
−1/𝑞′

𝒟 , 𝐷𝒟 = sup
𝒟
𝑈

1/𝑞
𝒟 𝑉

1/𝑝′

𝒟 .

The followings result hold true.

Lemma 5.4. For each 𝑄 ∈ 𝒟

sup
𝑓 : {𝑓 ̸=0}⊂𝒟(𝑄)

∫︀
𝑄

ℐ𝒟𝑓 𝑑𝜇(︁ ∑︀
𝒟(𝑄)

𝑣𝑓𝑝
)︁1/𝑝 = 𝐵

1/𝑝′

𝒟 (𝑄).
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Lemma 5.5. The estimates

𝐷𝒟 ⩽ 𝑞1/𝑝
′
𝐶𝒟,

𝑝 < 𝑞 ⇒ 𝐶𝒟 ⩽ 2(2𝑝
′/𝑞′−1 − 1)−1/𝑝′𝐷𝒟

are valid.

Theorem 5.2. (a) If 1 < 𝑝 ⩽ 𝑞 <∞, then the Hardy inequality

(∃𝐴 ⩾ 0) (∀𝑓 : 𝒟 → [0,∞))

(︂∫︁
R𝑛

[ℐ𝒟𝑓 ]
𝑞 𝑑𝜇

)︂1/𝑞

⩽ 𝐴

(︂∑︁
𝒟

𝑣𝑓𝑝
)︂1/𝑝

(5.12)

is equivalent to the condition 𝐶𝒟 <∞. At the same time

𝐶𝒟 ⩽ 𝐴 ⩽ 𝑞1/𝑞+(𝑝′−𝑞′)(𝑝−1)/(𝑝′𝑞′)𝑟(𝑝−1)/𝑞𝐶𝒟 (𝑟 = 𝑝′(𝑞 − 1) ⩾ 𝑞)

for the best 𝐴 in (5.12). In particular, 𝐶𝒟 ⩽ 𝐴 ⩽ 𝑝𝐶𝒟 as 𝑝 = 𝑞.
(b) If 1 < 𝑝 < 𝑞 <∞, then (5.12) ⇔ 𝐷𝒟 <∞.

The proof of these results is almost identical to the proof of Lemmas 5.1 and 5.2 and Theo-
rem 5.1. The proof of Theorem 5.2 uses the estimate

𝐹 𝑠(𝑥) ⩽ 𝑠
∑︁
𝑃𝑥,𝒟

𝐹 𝑠−1𝑓 (𝑠 ∈ {𝑞, 𝑟} and 𝑥 ∈ R𝑛 ∪ 𝒟)

for a function 𝐹 (𝑥) =
∑︀
𝑃𝑥,𝒟

𝑓 , where the set {𝑓 ̸= 0} is finite. It is a particular case of a

similar inequality for the tree 𝑇 = 𝒟(𝐾), where the cube 𝐾 ∈ 𝒟 is sufficiently big so that
𝒟(𝐾) ⊃ 𝑃𝑥,𝒟 ∩ {𝑓 ̸= 0}.
Let 0 < 𝑙 < 𝑛/𝑝 = 𝑛/𝑞 and 𝑣(𝑄) = ℓ𝑛−𝑙𝑝𝑄 . Then, as above, the number 𝐵𝒟(𝑃 ) is equal to the

left hand side of condition (2.12), and condition (2.12) means that 𝐶𝒟 ⩽ 𝐴7. By Theorem 5.2(a)
conditions (2.5) and (2.12) are equivalent to Hardy inequality (5.12). This equivalence can be
used to transform the counterexamples for Adams theorem as 𝑝 = 𝑞, see [20] or [30], into
counterexamples for Theorem 5.2(b) as 𝑝 = 𝑞.

BIBLIOGRAPHY

1. A.I. Parfenov. A discrete norm on a Lipschitz surface and the Sobolev straightening of a boundary

// Mat. Tr. 10:2, 163–186 (2007). [Sib. Adv. Math. 18:4, 258–274 (2008).]
2. N. Arcozzi, R. Rochberg, E. Sawyer. Carleson measures for analytic Besov spaces // Rev. Mat.

Iberoam. 18:2, 443–510 (2002).
3. N. Arcozzi, R. Rochberg, E. Sawyer. Carleson measures for the Drury–Arveson Hardy space and

other Besov–Sobolev spaces on complex balls // Adv. Math. 218:4, 1107–1180 (2008).
4. N. Arcozzi, R. Rochberg, E.T. Sawyer, B.D. Wick. Potential theory on trees, graphs and Ahlfors–

regular metric spaces // Potential Anal. 41:2, 317–366 (2014).
5. N. Arcozzi, I. Holmes, P. Mozolyako, A. Volberg. Bellman function sitting on a tree // Int. Math.

Res. Not. 2021:16, 12037–12053 (2021).
6. A.A. Vasil’eva. Estimates for norms of two–weighted summation operators on trees for 1 < 𝑝 < 𝑞 <

∞ // Preprint: arXiv: 1509.06974 (2015).
7. A.A. Vasil’eva. Estimates for norms of two–weighted summation operators on a tree under some

restrictions on weights // Math. Nachr. 288:10, 1179–1202 (2015).
8. W.D. Evans, D.J. Harris, L. Pick. Weighted Hardy and Poincaré inequalities on trees // J. London
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