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ABOUT ONE DIFFERENTIAL GAME OF NEUTRAL TYPE

WITH INTEGRAL RESTRICTIONS IN HILBERT SPACE

Y.M. MUKHSINOV

Abstract. In the theory of differential games, when the game is defined in a finite-
dimensional space, the fundamental works belong to academicians L.S. Pontryagin and
N.N. Krasovskii. The works by N.N. Krasovskii and his students are mostly devoted to
position games. In works by L.S. Pontryagin and his students the differential game is
considered separately from the point of views of the pursuer and the evader and this un-
avoidably relates the differential game with two different problems. It is topical to study the
games in finite-dimensional spaces since many important problems on optimal control under
the conditions of a conflict or uncertainty governed by distributed systems, the motion of
which is described by integro-differential equations and partial differential equations, can
be studied as differential games in appropriate Banach spaces.

In the present work, in a Hilbert space, we consider a pursuit problem in the Pontryagin
sense for a quasilinear differential game, when the dynamics of the game is described by a
functional-differential equation of neutral type in the form of J. Hale with a linear closed
operator and on the control of the players integral restrictions are imposed. We prove an
auxiliary lemma and four theorems on sufficient conditions ensuring the solvavility of the
pursuit problem. In the lemma we show that the corresponding inhomogeneous Cauchy
problem for the considered game has a solution in the sense of J. Hale. In the theorems
we employ a construction similar to the Pontryagin first direct method and the idea by
M.S. Nikolskii and D. Zonnevend on dilatation of time 𝐽(𝑡) and describe the sets of initial
positions, from which the termination of the pursuit is possible.

Keywords: pursuit problem, differential game of neutral type, integral restrictions for
controls of players, Hilbert space.
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1. Introduction. Formulation of pursuit problem

Many problems from the military, physics, economics, and biology under conflict or uncer-
tainty are reduced to differential games. In differential games theory fundamental works were
made by academicians L.S. Pontryagin [13] and N.N. Krasovskiy [6]. Works by N.N. Krasovsky
and his students are mainly devoted to positional differential games. In the works of L.S. Pon-
tryagin another approach to differential games is adopted. In the approach of L.S. Pontryagin,
a differential game is considered separately from the point of view of the pursuer and from the
evader’s point of view.
In works [1], [3]–[10], [12]–[15], [17], [18], [20] there were studied differential games, the

dynamics of which is described by differential games in multi-dimensional spaces. As a next
step, it is relevant to study differential games in infinite-dimensional spaces, when the dynamics
of the game is described, in particular, by functional differential equations of neutral type
containing an unknown function and its derivatives at different times, i.e., the history of the
position of the system is taken into account, which allows one to reflect more adequately the
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dynamics of the game. For infinite-dimensional space we mention works [11], [21], in which the
game dynamics was described by a delay-type differential equation.
In the present work, we consider a pursuit problem in the Pontryagin sense for a differential

game a Hilbert space 𝑋 described by an equation of neutral type

�̇� (𝑡)=
𝑛∑︁

𝑖=1

𝐵𝑖�̇� (𝑡−ℎ𝑖)+𝐴𝑥 (𝑡)+
𝑛∑︁

𝑖=1

𝐴𝑖𝑥 (𝑡−ℎ𝑖)+𝑓(𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) (1.1)

and a terminal set 𝑀 , which is a closed subset of the space 𝑋.
In game (1.1) we have 𝑡 ⩾ 0, 𝑥 (𝑡) ∈ 𝑋, 0 < ℎ1 < ℎ2 < · · · < ℎ𝑛 = ℎ, operators 𝐴𝑖 : 𝑋 → 𝑋

and 𝐵𝑖 : 𝑋 → 𝑋 are linear and bounded, while a closed linear operator 𝐴 : 𝐷 → 𝑋 with a
dense in 𝑋 domain 𝐷 generates a strongly continuous semigroup 𝑇 (𝑡) [2]. The symbols 𝑌 and
𝑍 denote Hilbert spaces, 𝑈 ([0,∞),𝑌 ) is a set of all measurable mappings acting from [0,∞)
into 𝑌 , 𝑢 (·)∈𝑈 ([0,∞),𝑌 ) is the pursuit control, 𝜗 (·)∈𝑈 ([0,∞) , 𝑍 is the evade control and

∞∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠⩽𝜌2 and

∞∫︁
0

‖𝑣 (𝑠)‖2𝑑𝑠⩽𝜎2. (1.2)

Using semigroup 𝑇 (𝑡), we can construct a fundamental solution Φ (𝑡) satisfying the identity

Φ̇ (𝑡)=
𝑛∑︁

𝑖=1

𝐵𝑖Φ̇ (𝑡−ℎ𝑖)+𝐴Φ (𝑡)+
𝑛∑︁

𝑖=1

𝐴𝑖Φ (𝑡−ℎ𝑖), (1.3)

where Φ (0)=𝐼 is the identity mapping and Φ (𝑡)= 0 as 𝑡 < 0.
We assume that for all admissible mappings 𝑢 (·), 𝜗 (·) and initial positions 𝜙 (·) in the class

of continuous functions mapping [−ℎ, 0] into 𝑋, the Cauchy problem⎧⎪⎨⎪⎩�̇� (𝑡) =
𝑛∑︁

𝑖=1

𝐵𝑖�̇� (𝑡− ℎ𝑖) + 𝐴𝑥 (𝑡) +
𝑛∑︁

𝑖=1

𝐴𝑖𝑥 (𝑡− ℎ𝑖) + 𝑓(𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡),

𝑥 (𝑠) = 𝜙 (𝑠) , −ℎ ⩽ 𝑠 ⩽ 0

(1.4)

is solvable, see Lemma 2.1.
For differential game (1.1) we introduce the following definition and the pursuit problem in

the Pontryagin sense.

Definition 1.1. In game (1.1) a termination of pursuit is possible from initial position 𝜙 (𝑠),
−ℎ ⩽ 𝑠 ⩽ 0, if there exists a number 𝑇 = 𝑇 (𝜙) such that for each 𝑣 (·) ∈ 𝑈([0,∞)𝑍), at each
time 𝑡 ∈ [0, 𝑇 ], by equation (1.1) and the values 𝜙(𝑠), −ℎ ⩽ 𝑠 ⩽ 0 and 𝑣 (𝜉), 0 ⩽ 𝜉 ⩽ 𝑡, we can
choose a value 𝑢 (𝑡) so that 𝑢 (·) ∈ 𝑈([0,∞) , 𝑌 ) and 𝑥 (𝑇1) ∈ 𝑀 for some 𝑇1 ∈ [0, 𝑇 ], where
𝑥 (·) is a solution of problem (1.1) with initial condition 𝜙 corresponding to control 𝑢 (·) and
𝑣 (·). The number 𝑇 = 𝑇 (𝜙) is called a guaranteed pursuit time.

Pursuit problem. Find a set of initial positions, from which the termination of pursuit is
possible in game (1.1).
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2. Main results

The following lemma is true.

Lemma 2.1. If the initial position 𝜙 is absolutely continuous and the mapping 𝑡 →
𝑓(𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) is locally integrable, then the mapping

𝑥 (𝑡) =

(︃
Φ (𝑡)−

𝑛∑︁
𝑖=1

Φ (𝑡− ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

Φ (𝑡− 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠)

+𝐵𝑖�̇� (𝑠))𝑑𝑠+

𝑡∫︁
0

Φ (𝑡− 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

(2.1)

is a solution to Cauchy problem (1.4), where the integral is treated in the Bochner sense [16].

Proof. Let us first prove that

𝑦 (𝑡) =

𝑡∫︁
0

Φ (𝑡− 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

is a particular solution to inhomogeneous problem (1.4). Indeed, by (1.3) we have:

�̇� (𝑡) =𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) +

𝑡∫︁
0

Φ̇ (𝑡− 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠 = 𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡)

+

𝑡∫︁
0

(︃
𝑛∑︁

𝑖=1

𝐵𝑖Φ̇ (𝑡− 𝑠− ℎ𝑖) + 𝐴Φ (𝑡− 𝑠) +
𝑛∑︁

𝑖=1

𝐴𝑖Φ(𝑡− 𝑠− ℎ𝑖)

)︃
𝑓(𝑢(𝑠), 𝑣(𝑠), 𝑠)𝑑𝑠

=𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) +
𝑛∑︁

𝑖=1

𝐵𝑖

𝑡∫︁
0

Φ̇ (𝑡− 𝑠− ℎ𝑖)𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

+ 𝐴

𝑡∫︁
0

Φ (𝑡− 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠+
𝑛∑︁

𝑖=1

𝐴𝑖

𝑡∫︁
0

Φ (𝑡− 𝑠− ℎ𝑖)𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

=
𝑛∑︁

𝑖=1

𝐵𝑖�̇� (𝑡− ℎ𝑖) + 𝐴𝑦 (𝑡) +
𝑛∑︁

𝑖=1

𝐴𝑖𝑦 (𝑡− ℎ𝑖) + 𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡)

since Φ (𝑡) = 0 as 𝑡 < 0 and

�̇� (𝑡− ℎ𝑖) =

⎛⎝ 𝑡∫︁
0

Φ (𝑡− 𝑠− ℎ𝑖) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

⎞⎠′

=Φ(−ℎ𝑖)𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) +

𝑡∫︁
0

Φ̇ (𝑡− 𝑠− ℎ𝑖) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

=

𝑡∫︁
0

Φ̇ (𝑡− 𝑠− ℎ𝑖) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠.
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On the other hand, by [19], an absolutely continuous mapping

�̃� (𝑡) =

(︃
Φ (𝑡)−

𝑛∑︁
𝑖=1

Φ (𝑡− ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

Φ (𝑡− 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠))𝑑𝑠

is a unique solution to homogeneous Cauchy problem (1.4). This is why the mapping

𝑥 (𝑡) =�̃� (𝑡) + 𝑦 (𝑡) =

(︃
Φ (𝑡)−

𝑛∑︁
𝑖=1

Φ (𝑡− ℎ𝑖)𝐵𝑖

)︃
𝜙 (0)

+
𝑛∑︁

𝑖=1

0∫︁
−ℎ𝑖

Φ (𝑡− 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠))𝑑𝑠+

𝑡∫︁
0

Φ (𝑡− 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

is a solution to inhomogeneous Cauchy problem (1.4). The proof is complete.

In what follows 𝑀⊥ is the orthogonal complement to 𝑀 in 𝑋 and 𝜋 is the orthogonal
projector from 𝑋 onto 𝑀⊥. It is clear that 𝑥∈𝑀 if and only if 𝜋𝑥= 0.
In Theorems 2.1 and 2.2 we assume that

𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) = −𝐶𝑢(𝑡) +𝐷𝑣(𝑡),

where 𝐶 : 𝑌 → 𝑋 and 𝐷 : 𝑍 → 𝑋 are linear bounded operators.
The following theorem holds.

Theorem 2.1. Let the conditions hold:

1) a continuously differentiable strictly increasing function 𝐽 : [0,∞) → [0,∞) is such that
𝐽 (0) = 0, 𝐽 (𝑡) ⩾ 𝑡 for all 𝑡 ⩾ 0;

2) there exists a linear operator 𝐿 (𝑡) : 𝑍 → 𝑌 continuously depending on 𝑡 ⩾ 0
and 𝜋Φ (𝐽 (𝑡))𝐷 = 𝜋Φ (𝑡)𝐶𝐿 (𝑡) ;

3) for a function 𝜆(t) defined by the identity

𝜆2 (𝑡) = sup

⎧⎨⎩
𝑡∫︁

0

‖𝐿(𝑠)𝑣(𝐽(𝑡)− 𝐽(𝑠)) · 𝐽 ′(𝑠)‖2𝑑𝑠 :
𝐽(𝑡)∫︁
0

‖𝜗 (𝑠)‖2𝑑𝑠 ⩽ 𝜎2

⎫⎬⎭ ,

then numbers 𝜏 ⩾ 0, 𝑇 = 𝑇 (𝜙) are such that 𝐽 (𝑇 ) = 𝜏+𝑇 and for all 𝑡 ⩾ 0 the inequality

𝛼 ⩾ 𝜆 (𝑡) holds, where 𝛼2 = 𝜌2 −
𝜏∫︀
0

‖𝑢 (𝑠)‖2𝑑𝑠, 𝑢 (·) is some admissible pursuit control;

4) the initial position 𝜙 and the number 𝑇 = 𝑇 (𝜙) are such that the inclusion holds:(︃
𝜋Φ (𝜏 + 𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ (𝜏 + 𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0)

+
𝑛∑︁

𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝜏 + 𝑇 − 𝑠− ℎ𝑖)(𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠))𝑑𝑠

∈
𝜏∫︁

0

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠+ Ω (𝑇 ) ,

(2.2)

where

Ω (𝑇 ) =

⎧⎨⎩
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠 :

𝑇∫︁
0

‖𝑝(𝑠)‖2𝑑𝑠 ⩽ (𝛼− 𝜆(𝑇 ))2

⎫⎬⎭ .
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Then in game (1.1) the pursuit from the initial position 𝜙 is possible in time 𝜏 + 𝑇 .

Proof. For each admissible measurable evade control 𝑣 (·) we choose an admissible measurable
pursuit control 𝑢 (·) such that for a solution 𝑥 (·) of Cauchy problem (1.4) corresponding to
the controls 𝑢 (·), 𝑣 (·), the identity 𝜋𝑥 (𝜏 + 𝑇 ) = 0 holds. By (2.2) there exists an integrable
mapping 𝑝 (·) such that the identity holds:

𝜋

(︃
Φ (𝜏 + 𝑇 )−

𝑛∑︁
𝑖=1

Φ (𝜏 + 𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0)

+
𝑛∑︁

𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 + 𝜏 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠)) 𝑑𝑠

=

𝜏∫︁
0

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠.

(2.3)

Let 𝜗 (·) be an arbitrary admissible evade control. Then we choose the corresponding pursuit
control 𝑢 (·) by the formula:

𝑢(𝑡) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑢(𝑡), as 𝑡 ∈ [0, 𝜏),

𝑝(𝑡− 𝜏) + 𝐿(𝜏 + 𝑇 − 𝑡)𝜗(𝐽(𝑇 )− 𝐽(𝜏 + 𝑇 − 𝑡))

· 𝐽 ′(𝜏 + 𝑇 − 𝑡), as 𝑡 ∈ [𝜏, 𝜏 + 𝑇 ],

0, as 𝑡 > 𝜏 + 𝑇.

(2.4)

First we are going to prove that this mapping 𝑢 (·) satisfies integral restriction (1.2). Indeed,
by 3), (2.4) and Cauchy-Schwartz inequality we have

∞∫︁
0

‖𝑢(𝑠)‖2𝑑𝑠 =
𝜏∫︁

0

‖𝑢 (𝑠)‖2𝑑𝑠+
𝜏+𝑇∫︁
𝜏

‖𝑢(𝑠)‖2𝑑𝑠+
∞∫︁

𝜏+𝑇

‖𝑢(𝑠)‖2𝑑𝑠

=

𝜏∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠+
𝑇∫︁

0

‖𝑢 (𝜏 + 𝑇 − 𝑡)‖2𝑑𝑡

=

𝜏∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠+
𝑇∫︁

0

‖𝑝 (𝑇 − 𝑡) + 𝐿(𝑡)𝜗 (𝐽 (𝑇 )− 𝐽(𝑡)) · 𝐽 ′ (𝑡)‖2𝑑𝑡

=

𝜏∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠+
𝑇∫︁

0

< 𝑝 (𝑇 − 𝑡) + 𝐿 (𝑡)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑡)) · 𝐽 ′ (𝑡) , 𝑝 (𝑇 − 𝑡)

+ 𝐿 (𝑡)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑡)) · 𝐽 ′ (𝑡) > 𝑑𝑡

=

𝜏∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠+
𝑇∫︁

0

‖𝑝 (𝑇 − 𝑡)‖2𝑑𝑡

+ 2 ·
𝑇∫︁

0

< 𝑝 (𝑇 − 𝑡) , 𝐿 (𝑡)𝜗(𝐽 (𝑇 )− 𝐽(𝑡))𝐽 ′(𝑡) > 𝑑𝑡
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+

𝑇∫︁
0

‖𝐿 (𝑡)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑡)) · 𝐽 ′ (𝑡)‖2𝑑𝑡

⩽

𝜏∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠+ (𝛼− 𝜆(𝑇 ))2 + 2 (𝛼− 𝜆 (𝑇 ))𝜆 (𝑇 ) + 𝜆2 (𝑇 )

=

𝜏∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠+ 𝛼2 = 𝜌2,

that is,
∞∫︁
0

‖𝑢 (𝑠)‖2𝑑𝑠 ⩽ 𝜌2.

Taking into consideration 1), 2), (2.1), (2.3), (2.4), let us prove that 𝜋𝑥 (𝜏 + 𝑇 ) = 0. Indeed,
for solution 𝑥 (·) of problem (1.4) we have:

𝜋𝑥 (𝜏 + 𝑇 ) =

(︃
𝜋Φ (𝜏 + 𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ(𝜏 + 𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0)

+
𝑛∑︁

𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝜏 + 𝑇 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠))𝑑𝑠

−
𝜏+𝑇∫︁
0

𝜋Φ (𝜏 + 𝑇 − 𝑠) (𝐶𝑢 (𝑠)−𝐷𝜗 (𝑠))𝑑𝑠

=

𝜏∫︁
0

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠

−
𝜏∫︁

0

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠−
𝜏+𝑇∫︁
𝜏

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠

+

𝜏+𝑇∫︁
0

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐷𝜗 (𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠−
𝜏+𝑇∫︁
𝜏

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠

+

𝜏+𝑇∫︁
0

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐷𝜗 (𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠−
𝜏+𝑇∫︁
𝜏

𝜋Φ (𝜏 + 𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠

+

𝜏+𝑇∫︁
0

𝜋Φ (𝑡)𝐷𝜗 (𝜏 + 𝑇 − 𝑡) 𝑑𝑡
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=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑡)𝐶𝑝 (𝑡) 𝑑𝑡−
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑡)𝐶𝑢 (𝑡+ 𝜏) 𝑑𝑡

+

𝑇∫︁
0

𝜋Φ (𝐽 (𝑠))𝐷𝜗 (𝐽 (𝑇 )− 𝐽 (𝑠)) 𝐽 ′ (𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑠)𝐶𝑝 (𝑇 − 𝑠) 𝑑𝑠−
𝑇∫︁

0

𝜋Φ (𝑠)𝐶𝑢 (𝜏 + 𝑇 − 𝑠) 𝑑𝑠

+

𝑇∫︁
0

𝜋Φ (𝑠)𝐶𝐿 (𝑠)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑠)) 𝐽 ′ (𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑠)𝐶 (𝑝 (𝑇 − 𝑠)− 𝑢 (𝜏 + 𝑇 − 𝑠) + 𝐿 (𝑠)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑠)) 𝐽 ′ (𝑠)) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑠)𝐶(𝑝 (𝑇 − 𝑠)− 𝑝 (𝑇 − 𝑠)− 𝐿 (𝑠)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑠)) 𝐽 ′ (𝑠)

+ 𝐿 (𝑠)𝜗 (𝐽 (𝑇 )− 𝐽 (𝑠)) 𝐽 ′ (𝑠))𝑑𝑠 = 0,

that is, 𝑥 (𝜏 + 𝑇 ) ∈ 𝑀. Therefore, from the initial position 𝜙 (𝑠), −ℎ ⩽ 𝑠 ⩽ 0, the pursuit is
possible in time 𝜏 + 𝑇 . The proof is complete.

The next theorem is a corollary of Theorem 2.1 if we let 𝐽 (𝑡) ≡ 𝑡.

Theorem 2.2. Let the following conditions hold:

1) there exists a linear operator 𝐿 (𝑡) : 𝑍 → 𝑌 continuously depending on 𝑡 ⩾ 0 such that
𝜋Φ (𝑡)𝐷 = 𝜋Φ (𝑡)𝐶𝐿;

2) if

𝜆2 (𝑡) = sup

⎧⎨⎩
𝑡∫︁

0

‖𝐿 (𝑠) 𝑣 (𝑡− 𝑠)‖2𝑑𝑠 :
𝑡∫︁

0

‖𝑣 (𝑠)‖2𝑑𝑠 ⩽ 𝜎2

⎫⎬⎭,

then for all 𝑡 ⩾ 0 the inequality 𝜌 ⩾ 𝜆 (𝑡) is satisfied;
3) the initial position 𝜙 and the number 𝑇 = 𝑇 (𝜙) are such that the inclusion holds:(︃

𝜋Φ (𝑇 )−
𝑛∑︁

𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠)) 𝑑𝑠

∈

⎧⎨⎩
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠 :

𝑇∫︁
0

‖𝑝 (𝑠)‖2𝑑𝑠 ⩽ (𝜌− 𝜆 (𝑇 ))2

⎫⎬⎭ .

Then in game (1.1), from the initial position 𝜙 the pursuit is possible in time 𝑇 .

We note that in Theorem 2.2, for each admissible measurable evade control 𝑣(·) corresponding
to the pursuit control 𝑢 (·) is chosen by the formula

𝑢(𝑡) =

{︃
𝑝 (𝑡) + 𝐿 (𝑇 − 𝑡)𝜗 (𝑡) , 0 ⩽ 𝑡 ⩽ 𝑇,

0, 𝑡 > 𝑇.
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In Theorem 2.3 we assume that 𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) = −𝐶𝑢(𝑡) + 𝐹 (𝑣 (𝑡) , 𝑡), where 𝐶 : 𝑌 → 𝑋
is a bounded linear operator and 𝐹 (𝑣 (·) , ·) is a locally integrable mapping such that for all
admissible mappings 𝑢 (·), 𝑣(·) and initial positions 𝜙 in the class of absolutely continuous
functions mapping [−ℎ, 0] into 𝑋, Cauchy problem (1.4) has a solution of form (2.1).
The following theorem is true.

Theorem 2.3. Let the condition hold:

1) there exists a linear operator 𝐿 (𝑡) : 𝑍 → 𝑌 continuously depending on 𝑡 ⩾ 0 such that
𝜋Φ (𝑡)𝐹 = 𝜋Φ (𝑡)𝐶𝐿;

2) if

𝜆2 (𝑡) = sup

⎧⎨⎩
𝑡∫︁

0

‖𝐿 (𝑠) 𝑣 (𝑡− 𝑠)‖2𝑑𝑠 :
𝑡∫︁

0

‖𝑣 (𝑠)‖2𝑑𝑠 ⩽ 𝜎2

⎫⎬⎭,

then for all 𝑡 ⩾ 0 the inequality 𝜌 ⩾ 𝜆 (𝑡) holds;
3) the initial position 𝜙 and the number 𝑇 = 𝑇 (𝜙) are such that the inclusion holds:(︃

𝜋Φ (𝑇 )−
𝑛∑︁

𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠)) 𝑑𝑠

∈

⎧⎨⎩
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠 :

𝑇∫︁
0

‖𝑝 (𝑠)‖2𝑑𝑠 ⩽ (𝜌− 𝜆 (𝑇 ))2

⎫⎬⎭ .

Then in game (1.1), from the initial position 𝜙, the pursuit is possible in time 𝑇 .

Proof. By 3) there exists a mapping 𝑝 (·) such that the identity holds:(︃
𝜋Φ (𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0)+

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖)(𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠))𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠.

(2.5)

For each admissible measurable evade control 𝜗 (·), we choose the corresponding pursuit
control 𝑢 (·) by the formula

𝑢 (𝑡) =

{︃
𝑝 (𝑡) + 𝐿 (𝑇 − 𝑡)𝜗 (𝑡) , 0 ⩽ 𝑡 ⩽ 𝑇,

0, 𝑡 > 𝑇.
(2.6)

Taking into consideration 2) and using the Cauchy-Schwartz inequality, we are going to show
that the pursuit control 𝑢 (·) chosen by formula (2.6) satisfies integral restriction (1.2). Indeed,

∞∫︁
0

‖𝑢(𝑠)‖2𝑑𝑠 =
𝑇∫︁

0

‖𝑢(𝑠)‖2𝑑𝑠+
∞∫︁

𝑇

‖𝑢(𝑠)‖2𝑑𝑠 =
𝑇∫︁

0

‖𝑢(𝑠)‖2𝑑𝑠 =
𝑇∫︁

0

‖𝑝 (𝑠) + 𝐿 (𝑇 − 𝑠)𝜗 (𝑠)‖2𝑑𝑠

=

𝑇∫︁
0

<𝑝 (𝑠) + 𝐿 (𝑇 − 𝑠)𝜗 (𝑠) , 𝑝 (𝑠) + 𝐿 (𝑇 − 𝑠)𝜗 (𝑠) > 𝑑𝑠

=

𝑇∫︁
0

‖𝑝(𝑠)‖2𝑑𝑠+ 2

𝑇∫︁
0

< 𝑝 (𝑠) , 𝐿 (𝑇 − 𝑠)𝜗 (𝑠) >𝑑𝑠+

𝑇∫︁
0

‖𝐿 (𝑇 − 𝑠)𝜗 (𝑠)‖2𝑑𝑠
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⩽(𝜌− 𝜆 (𝑇 ))2 + 2

⎯⎸⎸⎸⎷ 𝑇∫︁
0

‖𝑝(𝑠)‖2𝑑𝑠

⎯⎸⎸⎸⎷ 𝑇∫︁
0

‖𝐿 (𝑇 − 𝑠)𝜗 (𝑠)‖2𝑑𝑠+ 𝜆2 (𝑇 )

=𝜌2 − 2𝜌𝜆 (𝑇 ) + 𝜆2 (𝑇 ) + 2 (𝜌− 𝜆(𝑇 )) · 𝜆 (𝑇 ) + 𝜆2 (𝑇 ) = 𝜌2,

that is, the chosen pursuit control 𝑢 (·) satisfies restriction (1.2).
Now, taking into consideration 1), (2.1), (2.5) and (2.6), let us prove that 𝜋𝑥 (𝑇 ) = 0. Indeed,

for the solution 𝑥 (·) of problem (1.4) we have:

𝜋𝑥 (𝑇 ) =

(︃
𝜋Φ (𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖)(𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠))𝑑𝑠

−
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠) (𝐶𝑢 (𝑠)− 𝐹 (𝑣 (𝑠), 𝑠)) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐶𝑝 (𝑠) 𝑑𝑠−
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠)𝐶𝑢 (𝑠) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠)𝐹 (𝑣 (𝑠), 𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑡)𝐶𝑝 (𝑇 − 𝑡) 𝑑𝑡−
𝑇∫︁

0

𝜋Φ (𝑡)𝐶𝑢 (𝑇 − 𝑡) 𝑑𝑡+

𝑇∫︁
0

𝜋Φ (𝑡)𝐶𝐿(t)𝜗 (𝑇−𝑡) 𝑑𝑡

=

𝑇∫︁
0

𝜋Φ (𝑡)𝐶 (𝑝 (𝑇 − 𝑡)− 𝑢 (𝑇 − 𝑡) + 𝐿(𝑡)𝜗 (𝑇 − 𝑡)) 𝑑𝑡

=

𝑇∫︁
0

𝜋Φ (𝑡)𝐶 (𝑝 (𝑇 − 𝑡)− 𝑝 (𝑇 − 𝑡)− 𝐿(𝑡)𝜗 (𝑇 − 𝑡) + 𝐿(𝑡)𝜗 (𝑇 − 𝑡)) 𝑑𝑡 =0,

that is, 𝜋𝑥 (𝑇 ) = 0. This means that 𝑥 (𝑇 ) ∈ 𝑀. The proof is complete.

The following theorem holds.

Theorem 2.4. Let the following condition hold:

1) there exists a continuously depending on 𝑡 ⩾ 0 linear operator

𝐿 (𝑡) : 𝑍 → 𝑌

and a locally integrable mapping 𝑔 : 𝑌 → 𝑋 such that for all 𝑇 ⩾ 0, 𝑡 ∈ [0, 𝑇 ] the identity
holds:

𝜋Φ (𝑇 − 𝑡) 𝑔 (𝑢 (𝑡)− 𝐿 (𝑇 − 𝑡) 𝑣 (𝑡)) = −𝜋Φ (𝑇 − 𝑡) 𝑓 (𝑢 (𝑡) , 𝑣 (𝑡) , 𝑡) ;

2) 𝜌 ⩾ 𝜆 (𝑡), 𝑡 ⩾ 0, where

𝜆2 (𝑡) = sup

⎧⎨⎩
𝑡∫︁

0

‖𝐿 (𝑠) 𝑣 (𝑡− 𝑠)‖2𝑑𝑠 :
𝑡∫︁

0

‖𝑣 (𝑠)‖2𝑑𝑠 ⩽ 𝜎2

⎫⎬⎭;

3) the initial position 𝜙 and the number 𝑇 = 𝑇 (𝜙) such that the inclusion holds:(︃
𝜋Φ (𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠)) 𝑑𝑠
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∈

⎧⎨⎩
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠) 𝑔 (𝑝 (𝑠)) 𝑑𝑠 :

𝑇∫︁
0

‖𝑝 (𝑠)‖2𝑑𝑠 ⩽ (𝜌− 𝜆 (𝑡))2

⎫⎬⎭ .

Then in game (1.1), from the initial position 𝜙, the pursuit is possible in time 𝑇 .

Proof. By 3) there exists an integrable mapping 𝑝 (·) such that(︃
𝜋Φ (𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0) +

𝑛∑︁
𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠)) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑔 (𝑝 (𝑠)) 𝑑𝑠.

(2.7)

Let 𝑣 (·) be an arbitrary admissible evade control. Then we choose the corresponding pursuit
control 𝑢 (·) by formula (2.6). By Theorem 2.3, the chosen control satisfies integral restriction
(1.2). This is why it is sufficient to show that the solution 𝑥 (·) of Cauchy problem (1.4)
corresponding to the chosen controls 𝑢 (·), 𝑣 (·) on [0, 𝑇 ], the identity 𝜋𝑥 (𝑇 ) = 0 holds.
Taking into consideration 1), (2.1), (2.6) and (2.7), we get:

𝜋𝑥 (𝑇 ) =

(︃
𝜋Φ (𝑇 )−

𝑛∑︁
𝑖=1

𝜋Φ (𝑇 − ℎ𝑖)𝐵𝑖

)︃
𝜙 (0)

+
𝑛∑︁

𝑖=1

0∫︁
−ℎ𝑖

𝜋Φ (𝑇 − 𝑠− ℎ𝑖) (𝐴𝑖𝜙 (𝑠) +𝐵𝑖�̇� (𝑠)) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑔 (𝜌 (𝑠)) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

=

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑔 (𝑢 (𝑠)− 𝐿 (𝑇 − 𝑠) 𝑣 (𝑠)) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠

=−
𝑇∫︁

0

𝜋Φ (𝑇 − 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠+

𝑇∫︁
0

𝜋Φ (𝑇 − 𝑠) 𝑓 (𝑢 (𝑠) , 𝑣 (𝑠) , 𝑠) 𝑑𝑠 = 0,

that is, 𝜋𝑥 (𝑇 ) = 0, and this is equivalent to 𝑥 (𝑇 ) ∈ 𝑀 . Therefore, in game (1.1), from initial
position 𝜙 (𝑠) ,−ℎ⩽𝑠⩽0, the pursuit is possible in 𝑇 . The proof is complete.
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