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SELF-ADJOINT RESTRICTIONS OF

MAXIMAL OPERATOR ON GRAPH

L.K. ZHAPSARBAYEVA, B.E. KANGUZHIN, M.N. KONYRKULZHAYEVA

Abstract. In the work we study differential operators on arbitrary geometric graphs with-
out loops. We extend the known results for differential operators on an interval to the
differential operators on the graphs. In order to define properly the maximal operator on
a given graph, we need to choose a set of boundary vertices. The non-boundary vertices
are called interior vertices. We stress that the maximal operator on a graph is determined
not only by the given differential expressions on the edges, but also by the Kirchhoff condi-
tions at the interior vertices of the graph. For the introduced maximal operator we prove
an analogue of the Lagrange formula. We provide an algorithm for constructing adjoint
boundary forms for an arbitrary set of boundary conditions. In the conclusion of the paper,
we present a complete description of all self-adjoint restrictions of the maximal operator.
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1. Introduction

The work is devoted to linear differential operators on graphs. The spectral theory of dif-
ferential operators on manifolds of net kind was studied in works by Yu.V. Pokornyi and its
pupils [1]–[5]. Among the recent publications devoted to various aspects of the theory on the
inverse problems on graphs, we mention works [6]–[10]. In works [11]–[14], there were studied
spectral properties of differential operators on equilateral quantum star-like graphs. In this
paper the Lagrange formula was obtained for a differential operator defined on an arbitrary
geometric graph, in contrast to work [12], where a similar relation was given for a simple star-
graph. There was given the complete description of all self-adjoint restrictions on the maximal
operator defined on the graph. The mentioned results are new, earlier similar facts were known
for differential operators on a segment [15].

2. Basic notions

Assume that we are given a directed graph ℑ = {𝒱 , ℰ}, where 𝒱 is the set of vertices and ℰ
is the set of edges. The number of the vertices of the graph is denoted by 𝑁 , while the vertices
are indexed by the numbers 1, . . . , 𝑁 . The boundary vertices are denoted by Γ. The vertices
in the set ℐ = 𝒱∖Γ are called interior [16], [17]. The edge 𝑒 = [𝑖, 𝑗], 𝑒 ∈ ℰ , connecting vertices
𝑖 and 𝑗 is directed from 𝑖 to 𝑗. One often denotes the vertex 𝑖 by 𝜕−𝑒, while 𝜕+𝑒 stands for
𝑗 [18]. Without loss of generality, the length of each edge is assumed to be one. The set of
the vertices corresponding to incoming edges at a vertex 𝑖 is denoted by 𝒱+

𝑖 . The set of the
vertices outcoming from a vertex 𝑖 is denoted by 𝒱−

𝑖 . Let 𝜒 =
∑︀

𝑖∈Γ(|𝒱+
𝑖 | + |𝒱−

𝑖 |). The set of
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edges satisfying 𝜕+𝑒 = 𝑖 is denoted by ℰ+
𝑖 , while the set of edges satisfying 𝜕−𝑒 = 𝑖 is denoted

by ℰ−
𝑖 . We assume that the graph has no loops.

3. Definition of the maximal operator on the graph

For further purposes it is useful to introduce the space

𝐿2(ℑ) +
∏︁
𝑒∈ℰ

𝐿2(𝑒)

with the elements
𝑌⃗ (𝑋⃗) + [𝑦𝑒(𝑥𝑒), 𝑒 ∈ ℰ ]𝑇 ,

where 𝑋⃗ = (𝑥𝑒, 𝑒 ∈ ℰ) and
∏︀

𝑒∈ℰ is the Cartesian product of the spaces, and with a finite norm

‖𝑌⃗ ‖𝐿2(ℑ) =

√︃∑︁
𝑒∈ℰ

∫︁
𝑒

|𝑦𝑒(𝑥𝑒)|2𝑑𝑥𝑒.

In the same standard way we introduce the space

𝑊 2
2 (ℑ) +

∏︁
𝑒∈ℰ

𝑊 2
2 (𝑒).

The operator Λ𝑚𝑎𝑥 defined by the linear differential expressions

Λ𝑚𝑎𝑥𝑦𝑒(𝑥𝑒) = −𝑦′′𝑒 (𝑥𝑒) + 𝑞𝑒(𝑥𝑒)𝑦𝑒(𝑥𝑒), 𝑥𝑒 ∈ 𝑒 ∈ ℰ or 0 < 𝑥𝑒 < 1 (1)

on the subspace 𝑊 2
2 (ℑ), where for some 𝛽𝑘, in each interior vertex 𝑘 the Kirchhoff conditions

𝑦𝑒(1) = 𝛽𝑘 for all 𝑒 ∈ ℰ+
𝑘 , (2)

𝑦𝑒(0) = 𝛽𝑘 for all 𝑒 ∈ ℰ−
𝑘 ,∑︁

𝑒∈ℰ+
𝑘

𝑦′𝑒(1) =
∑︁
𝑒∈ℰ−

𝑘

𝑦′𝑒(0), (3)

hold [19], is called the maximal operator. Here {𝑞𝑒(𝑥𝑒), 𝑥𝑒 ∈ 𝑒 ∈ ℰ , 0 < 𝑥𝑒 < 1} is the set of real
continuous functions usually called potentials. We can exclude the set of unknown constants
{𝛽𝑘} from conditions (2). Then the total amount of Kirchhoff conditions in the interior points
is equal to 2|ℰ| − 𝜒. In the next section we provide the Lagrange formula for the maximal
operator Λ𝑚𝑎𝑥.

4. Lagrange formula for differential operator on graph

The Lagrange formula plays an important role in study of differential operators on a segment.
In this section we provide an analogue of Lagrange formula for differential operators on graphs.

Lemma 1. For all function 𝑌⃗ (𝑥) = {𝑦𝑒(𝑥𝑒), 𝑒 ∈ ℰ}, 𝑉⃗ (𝑥) = {𝑣𝑒(𝑥𝑒), 𝑒 ∈ ℰ} in 𝑊 2
2 (ℑ), the

identity∑︁
𝑒∈ℰ

∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 =
∑︁
𝑒∈ℰ

[−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]
⃒⃒𝑥=1

𝑥=0
+
∑︁
𝑒∈ℰ

∫︁
𝑒

𝑦𝑒(𝑥)Λ𝑚𝑎𝑥𝑣𝑒(𝑥)𝑑𝑥 (4)

holds true.

Proof. We consider the integral in the left hand side of relation (4)∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 =

∫︁
𝑒

(−𝑦′′𝑒 (𝑥) + 𝑞𝑒(𝑥)𝑦𝑒(𝑥)) 𝑣𝑒(𝑥)𝑑𝑥.

The double integration by parts allows us to write the formula∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 = [−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]|𝑥=1
𝑥=0 +

∫︁
𝑒

𝑦𝑒(𝑥) (−𝑣′′𝑒 (𝑥) + 𝑞𝑒(𝑥)𝑣𝑒(𝑥)) 𝑑𝑥.
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This implies (4). The proof is complete.

Lemma 2. For all functions 𝑌⃗ (𝑥) = {𝑦𝑒(𝑥𝑒), 𝑒 ∈ ℰ}, 𝑉⃗ (𝑥) = {𝑣𝑒(𝑥𝑒), 𝑒 ∈ ℰ} in the domain
of the maximal operator Λ𝑚𝑎𝑥 the identity∑︁

𝑒∈ℰ

∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 =
∑︁

𝜕+𝑒∈Γ

[−𝑦′𝑒(1)𝑣𝑒(1) + 𝑦𝑒(1)𝑣′𝑒(1)]

−
∑︁

𝜕−𝑒∈Γ

[−𝑦′𝑒(0)𝑣𝑒(0) + 𝑦𝑒(0)𝑣′𝑒(0)] +
∑︁
𝑒∈ℰ

∫︁
𝑒

𝑦𝑒(𝑥)Λ𝑚𝑎𝑥𝑣𝑒(𝑥)𝑑𝑥

(5)

holds.

Proof. Let 𝑎 be an interior vertex of the graph ℑ. The set ℰ+
𝑎 consists of edges 𝑒 directed to

the vertex 𝑎, that is, the condition 𝜕+𝑒 = 𝑎 holds. The set ℰ−
𝑎 consists of edges 𝑒 directed out

from the vertex 𝑎, that is, the condition 𝜕−𝑒 = 𝑎 holds. In the general sum
∑︀

𝑒∈ℰ [−𝑦′𝑒(𝑥)𝑣𝑒(𝑥)+

𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]
⃒⃒𝑥=1

𝑥=0
we select only the terms corresponding the interior vertex 𝑎. For an edge 𝑒 with

the condition 𝜕+𝑒 = 𝑎, the contribution of the vertex 𝑎 into the total sum∑︁
𝑒∈ℰ

[−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]|𝑥=1
𝑥=0

is of the form

[−𝑦′𝑒(1)𝑣𝑒(1) + 𝑦𝑒(1)𝑣′𝑒(1)].

In the same way for all edges in ℰ+
𝑎 the contribution of the vertex 𝑎 into the total sum∑︁

𝑒∈ℰ

[−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]
⃒⃒𝑥=1

𝑥=0

is of the form ∑︁
𝑒∈ℰ+

𝑎

[−𝑦′𝑒(1)𝑣𝑒(1) + 𝑦𝑒(1)𝑣′𝑒(1)].

For one edge 𝑒 with the condition 𝜕−𝑒 = 𝑎, the contribution of the vertex 𝑎 in the total sum∑︁
𝑒∈ℰ

[−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]
⃒⃒𝑥=1

𝑥=0

is

[𝑦′𝑒(0)𝑣𝑒(0) − 𝑦𝑒(0)𝑣′𝑒(0)].

In the same way, for all edges in ℰ−
𝑎 the contribution of the vertex 𝑎 in the total sum∑︁

𝑒∈ℰ

[−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]
⃒⃒𝑥=1

𝑥=0

is ∑︁
𝑒∈ℰ−

𝑎

[𝑦′𝑒(0)𝑣𝑒(0) − 𝑦𝑒(0)𝑣′𝑒(0)].

Thus, the total contribution of the vertex 𝑎 into the sum∑︁
𝑒∈ℰ

[−𝑦′𝑒(𝑥)𝑣𝑒(𝑥) + 𝑦𝑒(𝑥)𝑣′𝑒(𝑥)]
⃒⃒𝑥=1

𝑥=0

can be written as

𝐼𝑎 =
∑︁
𝑒∈ℰ+

𝑎

[−𝑦′𝑒(1)𝑣𝑒(1) + 𝑦𝑒(1)𝑣′𝑒(1)] +
∑︁
𝑒∈ℰ−

𝑎

[𝑦′𝑒(0)𝑣𝑒(0) − 𝑦𝑒(0)𝑣′𝑒(0)].
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Taking into consideration Kirchhoff conditions (2) for the functions 𝑌⃗ (𝑥) = {𝑦𝑒(𝑥𝑒), 𝑒 ∈ ℰ},

𝑉⃗ (𝑥) = {𝑣𝑒(𝑥𝑒), 𝑒 ∈ ℰ}, we rewrite the latter expression as

𝐼𝑎 =
∑︁
𝑒∈ℰ+

𝑎

[−𝑦′𝑒(1)𝛽 + 𝛽𝑣′𝑒(1)] +
∑︁
𝑒∈ℰ−

𝑎

[𝑦′𝑒(0)𝛽 − 𝛽𝑣′𝑒(0)],

where 𝑣𝑒(1) = 𝛽 as 𝑒 ∈ ℰ+
𝑎 , and also 𝑣𝑒(0) = 𝛽 as 𝑒 ∈ ℰ−

𝑎 . Taking into consideration Kirchhoff

conditions (3) for the functions 𝑌⃗ (𝑥) = {𝑦𝑒(𝑥𝑒), 𝑒 ∈ ℰ}, 𝑉⃗ (𝑥) = {𝑣𝑒(𝑥𝑒), 𝑒 ∈ ℰ}, we rewrite the
expression 𝐼𝑎 as

𝐼𝑎 = 𝛽

⎡⎣−∑︁
𝑒∈ℰ+

𝑎

𝑦′𝑒(1) +
∑︁
𝑒∈ℰ−

𝑎

𝑦′𝑒(0)

⎤⎦+ 𝛽

⎡⎣∑︁
𝑒∈ℰ+

𝑎

𝑣′𝑒(1) −
∑︁
𝑒∈ℰ−

𝑎

𝑣′𝑒(0)

⎤⎦ = 0.

The proof is complete.

Lemma 2 implies that the total contributions of the interior vertices in integrated terms (5)
are zero. In other words, integrated terms (5) involve only the contributions of the boundary
vertices. According monograph [15], such formulae are called Lagrange formulae. Formula (5)
can be generalized as follows.

For 𝑘 = 1, . . . , 2𝜒 we consider the boundary forms

𝑈𝑘(𝑌⃗ ) =
∑︁

𝜕+𝑒∈Γ

[𝛼𝑒𝑘𝑦𝑒(1) + 𝛽𝑒𝑘𝑦
′
𝑒(1)] +

∑︁
𝜕−𝑒∈Γ

[𝛼𝑒𝑘𝑦𝑒(0) + 𝛽𝑒𝑘𝑦
′
𝑒(0)], (6)

where 𝛼𝑒𝑘, 𝛽𝑒𝑘 are some constants.

Theorem 1 (Lagrange formula). Let {𝑈1, . . . , 𝑈2𝜒} be a set of linear independent boundary

forms {𝑇1, . . . , 𝑇2𝜒} such that for all functions 𝑌⃗ (𝑥) = {𝑦𝑒(𝑥𝑒), 𝑒 ∈ ℰ}, 𝑉⃗ (𝑥) = {𝑣𝑒(𝑥𝑒), 𝑒 ∈ ℰ}
in the domain of the maximal operator Λ𝑚𝑎𝑥 the identity∑︁

𝑒∈ℰ

∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 =𝑈1(𝑌⃗ )𝑇2𝜒(𝑉⃗ ) + 𝑈2(𝑌⃗ )𝑇2𝜒−1(𝑉⃗ ) + . . .

+ 𝑈2𝜒(𝑌⃗ )𝑇1(𝑉⃗ ) +
∑︁
𝑒∈ℰ

∫︁
𝑒

𝑦𝑒(𝑥)Λ𝑚𝑎𝑥𝑣𝑒(𝑥)𝑑𝑥

(7)

holds.

Proof. We introduce the difference

𝑅(𝑌⃗ , 𝑉⃗ ) =
∑︁
𝑒∈ℰ

∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥−
∑︁
𝑒∈ℰ

∫︁
𝑒

𝑦𝑒(𝑥)Λ𝑚𝑎𝑥𝑣𝑒(𝑥)𝑑𝑥.

According Lemma 2, this difference can be represented as

𝑅(𝑌⃗ , 𝑉⃗ ) =
∑︁

𝜕+𝑒∈Γ

[−𝑦′𝑒(1)𝑣𝑒(1) + 𝑦𝑒(1)𝑣′𝑒(1)] −
∑︁

𝜕−𝑒∈Γ

[−𝑦′𝑒(0)𝑣𝑒(0) + 𝑦𝑒(0)𝑣′𝑒(0)].

Thus, this difference is expressed in terms of 2𝜒 boundary values {𝑦𝑒(1), 𝑦′𝑒(1), 𝜕+𝑒 ∈ Γ},
{𝑦𝑒(0), 𝑦′𝑒(0), 𝜕−𝑒 ∈ Γ}. This set of boundary values is a 2𝜒 linearly independent system. This is
why the mentioned set of boundary values can be expressed as a linear combination of arbitrary
boundary forms {𝑈1, . . . , 𝑈2𝜒} satisfying the assumptions of Theorem 1. To prove this, relations
(6) are to be considered as a system of linear algebraic equations w.r.t. {𝑦𝑒(1), 𝑦′𝑒(1), 𝜕+𝑒 ∈ Γ},
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{𝑦𝑒(0), 𝑦′𝑒(0), 𝜕−𝑒 ∈ Γ}. solving system (6) w.r.t. {𝑦𝑒(1), 𝑦′𝑒(1), 𝜕+𝑒 ∈ Γ}, {𝑦𝑒(0), 𝑦′𝑒(0), 𝜕−𝑒 ∈
Γ}, we obtain

𝑦𝑒(1) =

2𝜒∑︁
𝑘=1

𝛾𝑒𝑘𝑈𝑘(𝑌⃗ ), 𝜕+𝑒 ∈ Γ, (8)

𝑦′𝑒(1) =

2𝜒∑︁
𝑘=1

𝜖𝑒𝑘𝑈𝑘(𝑌⃗ ), 𝜕+𝑒 ∈ Γ,

𝑦𝑒(0) =

2𝜒∑︁
𝑘=1

𝛾𝑒𝑘𝑈𝑘(𝑌⃗ ), 𝜕−𝑒 ∈ Γ,

𝑦′𝑒(0) =

2𝜒∑︁
𝑘=1

𝜖𝑒𝑘𝑈𝑘(𝑌⃗ ), 𝜕−𝑒 ∈ Γ.

We substitute these expressions into the difference:

𝑅(𝑌⃗ , 𝑉⃗ ) =
∑︁

𝜕+𝑒∈Γ

[︃
−

(︃
2𝜒∑︁
𝑘=1

𝜖𝑒𝑘𝑈𝑘(𝑌⃗ )

)︃
𝑣𝑒(1) +

(︃
2𝜒∑︁
𝑘=1

𝛾𝑒𝑘𝑈𝑘(𝑌⃗ )

)︃
𝑣′𝑒(1)

]︃

−
∑︁

𝜕−𝑒∈Γ

[︃
−

(︃
2𝜒∑︁
𝑘=1

𝜖𝑒𝑘𝑈𝑘(𝑌⃗ )

)︃
𝑣𝑒(0) +

(︃
2𝜒∑︁
𝑘=1

𝛾𝑒𝑘𝑈𝑘(𝑌⃗ )

)︃
𝑣′𝑒(0)

]︃
.

Now it remains to group the right hand side of the latter identity w.r.t. {𝑈𝑘(𝑌⃗ }. We obtain:

𝑅(𝑌⃗ , 𝑉⃗ ) =

2𝜒∑︁
𝑘=1

𝑈𝑘(𝑌⃗ )

⎧⎨⎩∑︁
𝜕+𝑒∈Γ

[−𝜖𝑒𝑘𝑣𝑒(1) + 𝛾𝑒𝑘𝑣
′
𝑒(1)] +

∑︁
𝜕−𝑒∈Γ

[𝜖𝑒𝑘𝑣𝑒(0) − 𝛾𝑒𝑘𝑣
′
𝑒(0)]

⎫⎬⎭ .

In the latter expressions we denote the sums in the square brackets by

𝑇2𝜒−𝑘+1(𝑉⃗ ) =
∑︁

𝜕+𝑒∈Γ

[−𝜖𝑒𝑘𝑣𝑒(1) + 𝛾𝑒𝑘𝑣
′
𝑒(1)] +

∑︁
𝜕−𝑒∈Γ

[𝜖𝑒𝑘𝑣𝑒(0) − 𝛾𝑒𝑘𝑣
′
𝑒(0)]

to obtain the desired formula∑︁
𝑒∈ℰ

∫︁
𝑒

Λ𝑚𝑎𝑥𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 =

2𝜒∑︁
𝑘=1

𝑈𝑘(𝑌⃗ )𝑇2𝜒−𝑘+1(𝑉⃗ ) +
∑︁
𝑒∈ℰ

∫︁
𝑒

𝑦𝑒(𝑥)Λ𝑚𝑎𝑥𝑣𝑒(𝑥)𝑑𝑥.

Formula (7) is called Lagrange formula.
Theorem 1 implies immediately the following corollary.

Corollary 1. Let Λ be a restriction of the operator Λ𝑚𝑎𝑥 on the domain

𝐷(Λ) = {𝑌⃗ ∈ 𝐷(Λ𝑚𝑎𝑥) : 𝑈𝑘(𝑌⃗ ) = 0, . . . , 𝑈𝜒(𝑌⃗ ) = 0}.
Then the adjoint operator Λ* is also the restriction of the operator Λ𝑚𝑎𝑥 on the domain

𝐷(Λ*) = {𝑉⃗ ∈ 𝐷(Λ𝑚𝑎𝑥) : 𝑇𝑘(𝑉⃗ ) = 0, . . . , 𝑇𝜒(𝑉⃗ ) = 0}

and for all 𝑌⃗ ∈ 𝐷(Λ) and 𝑉⃗ ∈ 𝐷(Λ*) the identity∑︁
𝑒∈ℰ

∫︁
𝑒

Λ𝑦𝑒(𝑥)𝑣𝑒(𝑥)𝑑𝑥 =
∑︁
𝑒∈ℰ

∫︁
𝑒

𝑦𝑒(𝑥)Λ*𝑣𝑒(𝑥)𝑑𝑥

holds true.
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5. Self-adjoint restrictions of maximal operator Λ𝑚𝑎𝑥

In this section we describe completely all self-adjoint restrictions of the operator Λ𝑚𝑎𝑥. We
first introduce the minimal restriction Λ0 of the operator Λ𝑚𝑎𝑥. By 𝐷(Λ0) we denote the set of

all functions 𝑌⃗ (𝑥) in 𝐷(Λ𝑚𝑎𝑥) satisfying the conditions

𝑦𝑒(1) = 0, 𝑦′𝑒(1) = 0 as 𝜕+𝑒 ∈ Γ, (9)

𝑦𝑒(0) = 0, 𝑦′𝑒(0) = 0 as 𝜕−𝑒 ∈ Γ.

We introduce the minimal restriction Λ0 by the formula

Λ0𝑌⃗ = Λ𝑚𝑎𝑥𝑌⃗ , 𝑌⃗ ∈ 𝐷(Λ0).

The following statements hold.
I) for all elements 𝑌⃗ ∈ 𝐷(Λ0), 𝑉⃗ ∈ 𝐷(Λ𝑚𝑎𝑥) the relation

⟨Λ0𝑌⃗ , 𝑉⃗ ⟩ = ⟨𝑌⃗ ,Λ𝑚𝑎𝑥𝑉⃗ ⟩ (10)

holds true;
II) for all elements 𝑌⃗ , 𝑉⃗ ∈ 𝐷(Λ0) the identity

⟨Λ0𝑌⃗ , 𝑉⃗ ⟩ = ⟨𝑌⃗ ,Λ0𝑉⃗ ⟩
holds true.

Identity (10) implies the operator inclusion Λ𝑚𝑎𝑥 ⊂ Λ*
0.

In order to study the properties of the minimal operator, it is convenient to introduce the
operators Λ1 and Λ2 being the restrictions of the maximal operator Λ𝑚𝑎𝑥. Let

𝐷(Λ1) = {𝑌⃗ ∈ 𝐷(Λ𝑚𝑎𝑥) : 𝑦𝑒(1) = 0 as 𝜕+𝑒 ∈ Γ, 𝑦𝑒(0) = 0 as 𝜕−𝑒 ∈ Γ}

and Λ1𝑌⃗ (𝑥) = Λ𝑚𝑎𝑥𝑌⃗ (𝑥) as 𝑌⃗ ∈ 𝐷(Λ1).
Let

𝐷(Λ2) = {𝑌⃗ ∈ 𝐷(Λ𝑚𝑎𝑥) : 𝑦′𝑒(1) = 0 as 𝜕+𝑒 ∈ Γ, 𝑦′𝑒(0) = 0 as 𝜕−𝑒 ∈ Γ}

and Λ2𝑌⃗ (𝑥) = Λ𝑚𝑎𝑥𝑌⃗ (𝑥) as 𝑌⃗ ∈ 𝐷(Λ2).

Assumption 1. For each function 𝐹 (𝑥) in 𝐿2(ℑ) the equation

Λ𝑖𝑌⃗ (𝑥) = 𝐹 (𝑥), 𝑖 = 1, 2 (11)

has the unique solution in 𝐷(Λ𝑖), 𝑖 = 1, 2.

Remark 1. Operator equation (11) on the set 𝐷(Λ𝑖), 𝑖 = 1, 2, is equivalent to the system of
linear second order differential equations on the set of edges ℰ with 2|ℰ|−𝜒 Kirchhoff conditions
in the interior vertices ℐ and 𝜒 conditions at the boundary vertices Γ. Thus, there arises a
system of inhomogeneous linear second order differential equations on the set of edges ℰ and the
general solution involves 2|ℰ| constants. These constants are determined by (2|ℰ|−𝜒)+𝜒 = 2|ℰ|
linear conditions. Therefore, we can write some determinant 𝐷𝑖, 𝑖 = 1, 2, of the dimension 2|ℰ|.
Then the unique solvability of equations (11) is equivalent to the fact that the determinant 𝐷𝑖,
𝑖 = 1, 2, is non-zero.

Following monograph [15], we formulate the next lemmata.

Lemma 3. Let Λ𝑚𝑎𝑥 be the maximal operator on the graph ℑ introduced in Section 3 and
let 𝐹 (𝑥) be the function in 𝐿2(ℑ). If Assumption 1 holds, then equation

Λ𝑚𝑎𝑥𝑌⃗ (𝑥) = 𝐹 (𝑥)

has a solution 𝑌⃗ (𝑥) satisfying conditions (9) if and only if 𝐹 (𝑥) are orthogonal to all elements
Ker Λ𝑚𝑎𝑥.



SELF-ADJOINT RESTRICTIONS OF MAXIMAL OPERATOR ON GRAPH 41

Proof. According Assumption 1, by 𝑌⃗ (𝑥) we denote the unique solution to operator equation

(11). By 𝑉⃗1, . . . , 𝑉⃗𝜒 we denote the fundamental system of solutions to the homogeneous operator

equation Λ𝑚𝑎𝑥𝑉⃗ = 0 satisfying the condition: all boundary forms 𝑣𝑘𝑙(1) as 𝜕+𝑒 ∈ Γ and 𝑣𝑘𝑙(0)
as 𝜕−𝑒 ∈ Γ except one vanish, while one form is equal to 1. Such fundamental system exists.
This is implied by Remark 1 since the solvability condition is equivalent to the non-vanishing
of the determinant 𝐷1.

Applying Lagrange formula to the functions 𝑌⃗ (𝑥) and 𝑉⃗𝑘(𝑥), we obtain

⟨𝐹 , 𝑉⃗𝑘⟩ = ⟨Λ𝑚𝑎𝑥𝑌⃗ , 𝑉⃗𝑘⟩ = ⟨𝑌⃗ ,Λ𝑚𝑎𝑥𝑉⃗𝑘⟩. (12)

By Λ𝑚𝑎𝑥𝑉⃗𝑘 = 0. Moreover, the belonging 𝑌⃗ ∈ 𝐷(Λ1) implies∑︁
𝜕+𝑒∈Γ

𝑦𝑒(1)𝑣′𝑘𝑙(1) −
∑︁

𝜕−𝑒∈Γ

𝑦𝑒(0)𝑣′𝑘𝑙(0) = 0.

Therefore, the formula (12) becomes

⟨𝐹 , 𝑉⃗𝑘⟩ = −
∑︁

𝜕+𝑒∈Γ

𝑦′𝑒(1)𝑣𝑘𝑙(1) +
∑︁

𝜕−𝑒∈Γ

𝑦′𝑒(0)𝑣𝑘𝑙(0) =

{︃
−𝑦′𝑒(1) if 𝑣𝑘𝑙(1) = 1,

𝑦′𝑒(0) if 𝑣𝑘𝑙(0) = 1.
(13)

Relations (13) the statement of the lemma: identities (9) hold true if and only if ⟨𝐹 , 𝑉⃗𝑘⟩ = 0,

𝑘 = 1, . . . , 𝜒. Thus, 𝐹 (𝑥) is orthogonal to all solutions of the equation Λ𝑚𝑎𝑥𝑉⃗ = 0.

Lemma 4. Under Assumption 1, for all numbers 𝛼𝑒, 𝛽𝑒 as 𝜕+𝑒 ∈ Γ and 𝛼𝑒, 𝛽𝑒 as 𝜕−𝑒 ∈ Γ

there exists a function 𝑌⃗ (𝑥) ∈ 𝐷(Λ𝑚𝑎𝑥) satisfying the conditions

𝑦′𝑒(1) = 𝛽𝑒, 𝑦𝑒(1) = 𝛼𝑒 as 𝜕+𝑒 ∈ Γ,

𝑦′𝑒(0) = 𝛽𝑒, 𝑦𝑒(0) = 𝛼𝑒 as 𝜕−𝑒 ∈ Γ.

Proof. First we prove Lemma 4 for the case when 𝛼𝑒 = 0. We choose 𝐹 (𝑥) in 𝐿2(ℑ) so that

⟨𝐹 , 𝑉⃗𝑘⟩ =

{︂−𝛽𝑒 if 𝑣𝑘𝑙(1) = 1,

𝛽𝑒 if 𝑣𝑘𝑙(0) = 1,
(14)

where 𝑉⃗𝑘, 𝑘 = 1, . . . , 𝜒 is the fundamental system of solutions used in the proof of Lemma 3.
Such element exists and it belongs to Ker Λ𝑚𝑎𝑥. Indeed, if we let

𝐹 =

𝜒∑︁
𝑘=1

𝜇𝑘𝑉⃗𝑘,

conditions (14) become a system of equations w.r.t. the constants 𝜇1, . . . , 𝜇𝜒. The determinant

of this system is the Gram determinant of linearly independent functions 𝑉⃗1, . . . , 𝑉⃗𝜒. Therefore,

it is non-zero. By 𝑉⃗ we denote the solution to equation Λ1𝑉⃗ = 𝐹 . Then the Lagrange formula
implies

𝑉⃗ ′(1) = 𝛽𝑒 as 𝜕+𝑒 ∈ Γ,

𝑉⃗ ′(0) = 𝛽𝑒 as 𝜕−𝑒 ∈ Γ.

Thus, the constructed function 𝑉⃗ (𝑥) ∈ 𝐷(Λ𝑚𝑎𝑥) is such that

𝑉⃗ ′(1) = 𝛽𝑒, 𝑉⃗ (1) = 0 as 𝜕+𝑒 ∈ Γ,

𝑉⃗ ′(0) = 𝛽𝑒, 𝑉⃗ (0) = 0 as 𝜕−𝑒 ∈ Γ.

Swapping the sets 𝛼𝑒 and 𝛽𝑒 as well as the operators Λ1 and Λ2, we complete the proof.

Now we are in position to formulate a statement on the minimal operator Λ0.
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Lemma 5. Λ0 ⊂ Λ*
0 = Λ𝑚𝑎𝑥, Λ*

𝑚𝑎𝑥 = Λ0.

Lemma 5 can be proved exactly in the same way as Statement V.17 in monograph [15].
The main theorem of this section is as follows.

Theorem 2. Under Assumption 1, each self-adjoint extension Λ of the operator Λ0 is de-
termined by linearly independent 𝑘 = 1, . . . , 𝜒 boundary conditions of form

𝑈𝑘(𝑌⃗ ) =
∑︁

𝜕+𝑒∈Γ

[𝛼𝑒𝑘𝑦𝑒(1) + 𝛽𝑒𝑘𝑦
′
𝑒(1)] +

∑︁
𝜕−𝑒∈Γ

[𝛼𝑒𝑘𝑦𝑒(0) + 𝛽𝑒𝑘𝑦
′
𝑒(0)] = 0, (15)

where 𝛼𝑒𝑘, 𝛽𝑒𝑘 are some constants, and∑︁
𝜕+𝑒∈Γ

[𝛼𝑒𝑗𝛽𝑒𝑘 − 𝛼̄𝑒𝑘𝛽𝑒𝑗] =
∑︁

𝜕−𝑒∈Γ

[𝛼𝑒𝑗𝛽𝑒𝑘 − 𝛼̄𝑒𝑘𝛽𝑒𝑗] (16)

as 𝑗, 𝑘 = 1, . . . , 𝜒.
And vice versa, each linearly independent boundary conditions (15) satisfying relations (16)

define a domain for some self-adjoint extension Λ of the operator Λ0 if Assumption 1 holds
true.

Proof. Following the lines in the proof of Theorem 5 in [15, Sect. 18], we introduce the functions

𝑉⃗1, . . . , 𝑉⃗𝜒. More precisely, 𝑉⃗𝑘 are in the domain of 𝐷(Λ𝑚𝑎𝑥) with the conditions

𝑣′𝑘𝑒(1) = 𝛼𝑒𝑘, 𝑣𝑘𝑒(1) = −𝛽𝑒𝑘 as 𝜕+𝑒 ∈ Γ,

𝑣′𝑘𝑒(0) = −𝛼𝑒𝑘, 𝑣𝑘𝑒(0) = 𝛽𝑒𝑘 as 𝜕−𝑒 ∈ Γ.
(17)

According Lemma 4, such solutions exist. Then conditions (15) for 𝑗, 𝑘 = 1, . . . , 𝜒 become

𝑈𝑘(𝑌⃗ ) =
∑︁

𝜕+𝑒∈Γ

[𝑦𝑒(1)𝑣′𝑘𝑒(1) − 𝑦′𝑒(1)𝑣𝑘𝑒(1)] −
∑︁

𝜕−𝑒∈Γ

[𝑦𝑒(0)𝑣′𝑘𝑒(0) − 𝑦′𝑒(0)𝑣𝑘𝑒(0)] = 0.

According the results of monograph [15], boundary conditions (15) define the domain of a self-

adjoint extension Λ of the operator Λ0 if and only if all functions 𝑉⃗1, . . . , 𝑉⃗𝜒 defined by (17)
also satisfy the relations

𝑈𝑘(𝑌⃗𝑗) = 0, 𝑘, 𝑗 = 1, . . . , 𝜒.

The proof is complete.
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