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MODELLING COMPRESSION WAVES WITH

A LARGE INITIAL GRADIENT IN

THE KORTEWEG–DE VRIES HYDRODYNAMICS

S.V. ZAKHAROV, A.E. ELBERT

Abstract. We consider the Cauchy problem for the Korteweg-de Vries equation with a
small parameter at the higher derivative and a large gradient of the initial function. By
means of the numerical and analytic methods we show that the formal asymptotics obtained
by renormalization is an asymptotic solution to the KdV equation. We obtain the graphs
of the asymptotic solutions including the case of non-monotone initial data.
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1. Formulation of the problem

We consider the Cauchy problem for the Korteweg–de Vries equation

∂u

∂t
+ u

∂u

∂x
+ ε

∂3u

∂x3
= 0, t > 0, ε > 0, (1)

u(x, 0, ε, ρ) = Λ

(

x

ρ

)

, x ∈ R, ρ > 0, (2)

with a bounded initial function Λ having finite limits Λ±
0 = lim

s→±∞
Λ(s), Λ+

0 < Λ−
0 , whose

derivative sufficiently fast tends to zero at infinity. This is a classical model of nonlinear
waves propagation in a media with a small dispersion. For a discontinuous initial function,
A.V. Gurevich and L.P. Pitaevskii studied the asymptotics [1]. The asymptotic formulae for
the evolution of the compression waves were also found in works [2], [3] by the Whitham method
and in work [4] by the inverse scattering problem method. For the step-like initial data the
asymptotic formulae were obtained by the inverse scattering problem method [5]–[7]. In the
case of a smoothed step the asymptotic expansions were constructed by the matching method
in work [8].

We assume that the initial function Λ : R → R has finite limits Λ±
0 = lim

σ→±∞
Λ(σ) and the

asymptotic expansions

Λ(σ) =
∞
∑

n=0

Λ±
n

σn
, σ → ±∞, (3)

S.V. Zakharov, A.E. Elbert, Modelling compression waves with a large initial gradient in

the Korteweg–de Vries hydrodynamics.

c© Zakharov S.V., Elbert A.E. 2017.

The work is supported by the complex program of fundamental scientific researches of UB RAS (project
“Developing of new analytic, numeric and asymptotic methods for studying problems of mathematical physics
and their applications to signal processing”.

Submitted December 04, 2015.

41

http://dx.doi.org/10.13108/2017-9-1-41


42 S.V. ZAKHAROV, A.E. ELBERT

hold true. The existence of the classic smooth solution of the problem (1)–(2) is ensured by
Kappeler theorem [9] if

0
∫

−∞

|Λ(x)− Λ−
0 |(1− x3)dx < ∞,

∞
∫

0

|Λ(x)− Λ+
0 |(1 + x3)dx < ∞.

However, in the present work we can omit these conditions and consider only a formal asymp-
totic solution. Moreover, the existence of the solution with unbounded initial data was proved
in a special class of functions [10].

In the present work we show that the approximation constructed in work [11] is an asymptotic
solution to problem (1)–(2) as ε → 0, ρ → 0 and ρ2/ε → 0, and we also make a numerical
analysis of this solution. The aim of present paper is to understand and define the precise
mathematical meaning of formal “solutions” to the KdV equation. In particular, in the studying
there arises a question in which sense one should treat the Gurevich-Pitaevskii solution [1] since
the authors failed to find a precise mathematical formulation both in their original work and
in works by specialists. In what follows, in Theorem 1 in Section 3 we provide a rigorous
definition of the asymptotic solution inside the oscillation zone. Since in a similar problem for
a parabolic equations one of the authors succeeded to show that the asymptotics obtained by the
renormalization method is close to the exact solution [15], this is a reason to conjecture that a
formal asymptotic solution found for the KdV equation by the same method also approximates
an exact solution.

It is clear that the structure of the asymptotics should depend essentially on the relations
between the parameters ε and ρ. Here we assume the following condition:

µ =
ρ√
ε
→ 0.

2. Asymptotic solution

It is known that in a series of cases, the behavior of the solutions to singularly perturbed
differential equations with a small parameter at a higher derivatives is in some sense self-
similar. Then an effective approach to analyse the solution is by means of renorm-group [12].
This approach has an advantage that it allows to get an uniform approximation of the problem
and one does not have to construct asymptotic ansatzes in different domains. For instance, the
compound asymptotics for the solution of the Cauchy problem with condition (2) was obtained
for a quasilinear parabolic equation [14] by the matching method [13] and it was shown in
work [15] that the renormalized approximation of the solution is asymptotically close to the
compound asymptotic solution.

Let us construct an asymptotic solution of problem (1)–(2) by employing a technique similar
to the renorm-group method in its simplest version. We pass to the inner variables

x =
√
ε η, t =

√
ε θ (4)

since it allows us to take into consideration all terms of equation (1). As the first term we take
the solutions to the equation

∂Z

∂θ
+ Z

∂Z

∂η
+

∂3Z

∂η3
= 0 (5)

with the initial condition

Z(η, 0) =

{

Λ−
0 , η < 0,

Λ+
0 , η > 0.

(6)

We seek the expansion of the solution as

u(x, t, ε, ρ) = Z(η, θ) + µW (η, θ, µ) + . . . , (7)
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where the additional term µW (η, θ, µ) is to remove the singularity of the first term at the initial
time. Equations (1) and (5) yield that the function W satisfies the linear equation

∂W

∂θ
+

∂(ZW )

∂η
+

∂3W

∂η3
= 0. (8)

Differentiating equation (5) w.r.t. the variable η, we confirm that the expression

G(η, θ) =
1

Λ+
0 − Λ−

0

∂Z(η, θ)

∂η

satisfies equation (8). Moreover, G is the Green function since

lim
θ→+0

∞
∫

−∞

G(η, θ)f(η) dη = − 1

Λ+
0 − Λ−

0

∞
∫

−∞

Z(η, 0)f ′(η) dη = f(0)

for each compactly supported function f .
We choose the solution W as the convolution with the Green function G so that the asymp-

totic approximation satisfies initial condition (2). Then

W =
1

Λ+
0 − Λ−

0

∞
∫

−∞

∂Z(η − µs, θ)

∂η
[Λ(s)− Z(s, 0)] ds.

Integrating by parts and substituting into expansion (7), we obtain the sought expression

u(x, t, ε, ρ) ≈ 1

Λ+
0 − Λ−

0

∞
∫

−∞

Z

(

x− ρs√
ε

,
t√
ε

)

Λ′(s) ds, (9)

which clarifies the structure of the asymptotic solution w.r.t. the parameters ε and ρ at the
main approximation. Despite the functions Z and W are independent explicitly on

√
ε, the

result depends on µ and
√
ε by change (4) since asymptotic solution (9) is considered also for

finite values of the time t.
As an example we let Λ+

0 = 0 and Λ−
0 = a > 0. In the right hand side in (9) we replace

Z(η, θ) by the Gurevich-Pitaevskii asymptotic solution:

ZGP(η, θ) = a as η < −aθ, ZGP(η, θ) = 0 as η > 2aθ/3,

ZGP(η, θ) = a

[

2 dn2
(

a3/2θ√
6

(

ζ − 1 + σ2(ζ)

3

)

, σ(ζ)

)

− 1 + σ2(ζ)

]

as − aθ 6 η 6 2aθ/3,

where ζ =
η

aθ
, dn(v, σ) is the elliptic Jacobi function, and the function σ(ζ) is determined by

the identity

1 + σ2 − 2σ2(1− σ2)K(σ)

E(σ)− (1− σ2)K(σ)
= 3ζ, (10)

K(σ) and E(σ) are the complete elliptic integral of the first and second kind. As a result we
obtain

u(x, t, ε, ρ) ≈2Λ

(

x+ at

ρ

)

− Λ

(

x− 2at/3

ρ

)

−
(x+at)/ρ
∫

(x−2at/3)/ρ

Λ′(s)

[

2 dn2

(
√

a

6ε
q(x, t, s, ρ), σ

(

x− ρs

at

))

+ σ2

(

x− ρs

at

)]

ds,
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where

q(x, t, s, ρ) = x− ρs− at

3

[

1 + σ2

(

x− ρs

at

)]

.

By the change x− ρs = aty we arrive at the following formula:

u(x, t, ε, ρ) ≈u0(x, t, ε, ρ) = 2Λ

(

x+ at

ρ

)

− Λ

(

x− 2at/3

ρ

)

− at

ρ

2/3
∫

−1

Λ′
(

x− aty

ρ

)[

2 dn2

(

a3/2t ω(y)√
ε

, σ(y)

)

+ σ2(y)

]

dy,

(11)

where

ω(y) =
1√
6

{

y − 1

3

[

1 + σ2(y)
]

}

.

Thus, in this case the main asymptotic approximation is a function of three variables xρ−1,
tρ−1 and tε−1/2, which coincides with the initial function Λ(xρ−1) as t = 0.

3. Analytic estimate of the value of KdV operator inside the oscillation

zone

Lemma 1. Let

Λ(s) = a +O
(

|s|−1
)

, s → −∞, Λ(s) = O
(

s−1
)

, s → +∞,

and these relations can be differentiated as many times as we need. Then for a bounded function
ϕ(z) ∈ C∞ we have

1

ρ

∞
∫

−∞

Λ′
(

z

ρ

)

ϕ(z)dz = −aϕ(0) +O (
√
ρ) , ρ → 0.

Proof. We employ the fact that ϕ(z) = ϕ(0) +O
(√

ρ
)

as −√
ρ 6 z 6

√
ρ. We have

1

ρ

∞
∫

−∞

Λ′
(

z

ρ

)

ϕ(z)dz + aϕ(0) =
1

ρ

√
ρ

∫

−√
ρ

Λ′
(

z

ρ

)

ϕ(z)dz + aϕ(0)

+
1

ρ

∞
∫

√
ρ

Λ′
(

z

ρ

)

ϕ(z)dz +
1

ρ

−√
ρ

∫

−∞

Λ′
(

z

ρ

)

ϕ(z)dz

=ϕ(0)







1

ρ

√
ρ

∫

−√
ρ

Λ′
(

z

ρ

)

dz + a






+O (

√
ρ) = O (

√
ρ) ,

where we have employed the asymptotics for Λ and Λ′ as s → ±∞. The proof is complete.

Corollary 1. The identities

(

at

ρ

)

2/3
∫

−1

Λ′
(

x− aty

ρ

)

ϕ(y)dy = −aϕ
( x

at

)

+O (
√
ρ) , ρ → 0,

(

at

ρ

)2
2/3
∫

−1

Λ′′
(

x− aty

ρ

)

ϕ(y)dy = −aϕ′
( x

at

)

+O (
√
ρ+ ρ/ε) , ρ → 0,
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hold true.

Theorem 1. For each function Λ satisfying the assumptions of Lemma 1, the function u0

defined by formula (11) is an asymptotic solution of equation (1) in the domain

D0 =

{

(x, t) | − at+
√
ε 6 x 6

2at

3
−
√
ε

}

in the following sense:

|L u0| 6
M√
ε

(

ρ√
ε
+
√
ρε

)

,
m(x, t, ε)√

ε
6

∣

∣

∣

∣

∂u0

∂t

∣

∣

∣

∣

+

∣

∣

∣

∣

u0
∂u0

∂x

∣

∣

∣

∣

+ ε

∣

∣

∣

∣

∂3u0

∂x3

∣

∣

∣

∣

6
M√
ε
, (12)

as
ρ√
ε
= µ → 0, ε → 0, where

L u0 =
∂u0

∂t
+ u0

∂u0

∂x
+ ε

∂3u0

∂x3
, m(x, t, ε) =

4
√
6a5/2σ2

3
dn3(b, σ)cn(b, σ)sn(b, σ),

b and σ are defined by formula (13), the function m(x, t, ε) and L u0 can vanish at finitely
many points (x, t) = (xk(ε), tk(ε)), k = 1, . . . , K, K ∈ N.

Thus, it follows from estimates (12) that the fraction of L u0 and the sum of the absolute
values of the derivatives is of order ρ/

√
ε +

√
ρε since exactly this fraction is important and

not the function L u0 itself, which can be, generally speaking, large. This exactly corresponds
to the relation between the parameters ρ, ε assumed in Section 1. We note that the notion of
the asymptotic solution we use here differs from the standard definition of a formal asymptotic
solution as of an infinite series giving arbitrarily small error term while substituting it into the
equation.

In the case, when an asymptotic solution is constructed as a function (and not as a series),
even the smallness of the error term arising while substituting this function into the equation
can not serve as a good criterion for its suitability since the derivatives can be of the same
order. Therefore, we need to compare the error term with something. The most appropriate
choice is to choose the absolute values of the terms involved in the equation for comparing.

Proof of Theorem 1. We denote by Λ±
1,2 the coefficients of the asymptotics of the function Λ ∈

C∞(R):

Λ(s) = a+
Λ−

1

s
+

Λ−
2

s2
+O

(

1

s3

)

, s → −∞,

Λ(s) =
Λ+

1

s
+

Λ+
2

s2
+O

(

1

s3

)

, s → +∞.

Employing (11), Lemma 1 and the asymptotics of the function Λ(s) as s → ±∞, we obtain

u0 = G(x, t, ξ, ε) +
2Λ+

1 ρ

x+ at
− Λ−

1 ρ

x− 2at/3
+O (

√
ρ) ,

where

G = a
[

2dn2 (b, σ) + σ2 − 1
]

, b =
a3/2√
6ε

(

x

a
− t(1 + σ2)

3

)

, σ = σ
( x

at

)

. (13)

Differentiating (11) w.r.t. t, x and applying Lemma 1 as above, we obtain

∂u0

∂t
= Gt +O

(ρ

ε
+
√
ρ
)

,

∂u0

∂x
= Gx +O

(ρ

ε
+
√
ρ
)

,
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∂3u0

∂x3
= Gxxx +O

(

ρ

ε

1

ε
+
√
ρ

)

.

We substitute the linear increment σ0 + σ′(ζ̃)(ζ − ζ0) into G instead of σ, where σ0 = σ(ζ0)

and differentiate w.r.t. t, x. For ζ =
x

at
→ ζ0 =

x0

at0
we have

Gt =
2
√
6 a5/2σ2

0(1 + σ2
0)dn(b0, σ0)cn(b0, σ0)sn(b0, σ0)

9
√
ε

+O

(

t(ζ − ζ0)

ε

)

,

Gx = −2
√
6 a3/2σ2dn(b0, σ0)cn(b0, σ0)sn(b0, σ0)

3
√
ε

+O

(

t(ζ − ζ0)

ε

)

,

Gxxx =
4
√
6 a5/2σ2dn(b0, σ0)cn(b0, σ0)sn(b0, σ0)(σ

2
0 + 1− 3σ2

0sn
2(b0, σ0))

9ε3/2
+O

(

t(ζ − ζ0)

ε2

)

,

uniformly in all ζ0, ζ ∈ (−1 + µ, 2/3− µ) for µ > 0, where

b0 =
a3/2√
6ε

(

x0

a
− t0(1 + σ2

0)

3

)

, σ0 = σ

(

x0

at0

)

and cn(b, σ), sn(b, σ), as well as dn(b, σ) are standard Jacobi elliptic functions. This implies the
second estimate in (12). The function m(x, t, ε) is equal to the function dn(b, σ)cn(b, σ)sn(b, σ)
up to some multiplicative constant, which oscillates w.r.t. x and t for a frozen σ and it vanishes
at some points:

m(x, t, ε) =
4
√
6a5/2σ2

3
dn3(b, σ)cn(b, σ)sn(b, σ).

Moreover,

Gt +GGx + εGxxx = O

(

t(ζ − ζ0)

ε

)

uniformly in all ζ0, ζ ∈ (−1 + µ, 2/3 − µ) for µ > 0. For each ray ζ =
x

at
we can choose

arbitrarily close value ζ0. Therefore,

∂u0

∂t
+ u0

∂u0

∂x
+ ε

∂3u0

∂x3
= Gt +GGx + εGxxx +O

(ρ

ε
+
√
ρ
)

,

and we obtain the first estimate in (12). The proof is complete.

4. Numerics

In the present section we give the graphs of the asymptotic solutions of the considered
problem. We obtain them the system of symbolic calculates Maple. The function σ(y) (10)
is approximated by corresponding Taylor series in four domains. To construct the integrand
in (11), we employ cubic splines with the nodes at the extremum points and approximately
with 200 segments. Since the derivatives of the Gurevich-Pitaevskii solution has singularities
at the wave fronts, we do not include in Figures 4, 5 the parts of the graphs containing these
singularities.
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1. Initial function Λ =
π

2
− arctan

x

ρ
.

u0 (t=0.1,epsilon=0.01,rho=0.01)

1

2

3

4

5

–0.4 –0.2 0.2 0.4

x

Figure 1. t = 0.1

u0 (t=1,epsilon=0.01,rho=0.01)

0
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4

5

–4 –3 –2 –1 1 2 3 4

x

Figure 2. t = 1
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t=5

1

2

3

4

5

–15 –10 –5 5 10

y

Figure 3. t = 5

2. Numerical estimate of the value of KdV operator.
For the approximate solution u0 we denote

m1(x) =

∣

∣

∣

∣

∂u0

∂t
+ u0

∂u0

∂x
+ ε

∂3u0

∂x3

∣

∣

∣

∣

, m2(x) =

∣

∣

∣

∣

∂u0

∂t

∣

∣

∣

∣

+

∣

∣

∣

∣

u0
∂u0

∂x

∣

∣

∣

∣

+ ε

∣

∣

∣

∣

∂3u0

∂x3

∣

∣

∣

∣

.

As we see in Figure 4, 5, the quantity m1 turns out to be much smaller than quantity m2. We
stress once again that the smallness of the fraction m1 and m2 is important, while the quantity
m1 is not necessarily small.

m1
m2

 

t=1, epsilon=0.01, rho=0.01

0

20

40

60

80

100

120

140

160

–3 –2 –1 1 2
x

Figure 4. t = 1
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m1
m2

 

t=5, epsilon=0.01, rho=0.01

0

50

100

150

200

250

–10 –5 5 10
x

Figure 5. t = 5

3. Initial function Λ1 =

(

π

2
− arctan

x

ρ

)

(

1− 3e−(x/ρ)2
)

.

u0 (t=0.1,epsilon=0.01,rho=0.01)

–6

–4

–2

0

2

4

–0.4 –0.3 –0.2 –0.1 0.1 0.2 0.3 0.4
x

Figure 6. Λ1 : t = 0.1
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t=1
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2

4

–4 –3 –2 –1 1 2 3 4
x

Figure 7. Λ1 : t = 1

t=2
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–4

–2

0

2

4

6

–6 –4 –2 2 4
x

Figure 8. Λ1 : t = 2
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4. Initial function Λ2 =

(

π

2
− arctan

x

ρ

)

(

1 + 3e−(x/ρ)2
)
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u0 (t=0.1,epsilon=0.01,rho=0.01)
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Figure 9. Λ2 : t = 0.1

u0 (t=1,epsilon=0.01,rho=0.01

0

2

4

6

8

10

–3 –2 –1 1 2

x

Figure 10. Λ2 : t = 1
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u0 (t=2,epsilon=0.01,rho=0.01)

2

4

6

8

10

–6 –4 –2 2 4

x

Figure 11. Λ2 : t = 2
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