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EFFECTIVE FACTORIZATION OF

THIRD ORDER HÖLDER MATRIX FUNCTION

IN SOME CLASSES

S.N. KIYASOV

Abstract. We consider a homogeneous linear conjugation problem for a three–dimensional
piecewise analytic vector on a simple smooth closed contour partitioning the plane of a
complex variable into two regions. To each solution of the problem, we assign a triple
of functions which are quotients of limiting values on the contour from the corresponding
regions of the components of this solution. We provide identities relating the entries of
𝐻–continuous matrix function of the linear conjugation problem ensuring the existence of
two of its solutions for which the corresponding components of the triples are proportional
and the problem itself admits a solution in closed form.
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1. Introduction

The qualitative theory of the linear conjugation problem for a piecewise–analytic vector
(the vector matrix Riemann boundary value problem, the Hilbert boundary value problem,
the Riemann — Hilbert boundary value problem for several unknown functions) under various
assumptions on the smoothness of contour had already taken a completely finished form by the
end of last century. The theory of problem in classes of Hölder functions for each dimension
is presented in the monograph [1]. However, there are comparatively few examples of matrix
functions for which the solution of linear conjugation problem can be written in closed form,
that is, to express the solution to the problem via Cauchy–type integrals and solution of a
certain number of linear algebraic systems.
The homogeneous linear conjugation problem in the class of Hölder functions for a three–

dimensional vector is posed as follows. Let Γ be a simple smooth closed contour partitioning
the plane of complex variable into two domains 𝐷+ and 𝐷−, 0 ∈ 𝐷+, ∞ ∈ 𝐷−,

𝐺(𝑡) =

⎛⎝𝑔11(𝑡) 𝑔12(𝑡) 𝑔13(𝑡)
𝑔21(𝑡) 𝑔22(𝑡) 𝑔23(𝑡)
𝑔31(𝑡) 𝑔32(𝑡) 𝑔33(𝑡)

⎞⎠ , ∆(𝑡) = det𝐺(𝑡) ̸= 0, 𝑡 ∈ Γ, (1.1)

be an 𝐻–continuous on Γ third order matrix function.
We need to find a piecewise analytic vector function w(𝑧) = (𝑤1(𝑧), 𝑤2(𝑧), 𝑤3(𝑧)) of finite

order at infinity with 𝐻–continuous on Γ limiting values w±(𝑡) related by the condition

w+(𝑡) = 𝐺(𝑡)w−(𝑡), (1.2)
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which can be rewritten in the scalar form as

𝑤1+(𝑡) = 𝑔11(𝑡)𝑤
1−(𝑡) + 𝑔12(𝑡)𝑤

2−(𝑡) + 𝑔13(𝑡)𝑤
3−(𝑡),

𝑤2+(𝑡) = 𝑔21(𝑡)𝑤
1−(𝑡) + 𝑔22(𝑡)𝑤

2−(𝑡) + 𝑔23(𝑡)𝑤
3−(𝑡),

𝑤3+(𝑡) = 𝑔31(𝑡)𝑤
1−(𝑡) + 𝑔32(𝑡)𝑤

2−(𝑡) + 𝑔33(𝑡)𝑤
3−(𝑡).

(1.3)

We note that even in the case of three zero elements of the matrix function (1.1), unless it is
triangular or is reduced to such matrix by a permutation of rows and columns, it is impossible
to obtain a solution to the problem in closed form. It was shown in the author’s paper [2] that
in an arbitrary dimension 𝑛 with 𝑛 − 1 particular solutions to the linear conjugation problem
(1.2), the canonical system of solutions to the problem can be constructed in a closed form (the
matrix function (1.1) admits effective factorization). We note that a similar result based on the
“operator approach” to the study of the problem was obtained in [3]. For a three–dimensional
linear conjugation problem, the corresponding statement in [2] can be formulated as follows.
Let

w𝑖(𝑧) =
(︀
𝑤1

𝑖 (𝑧), 𝑤
2
𝑖 (𝑧), 𝑤

3
𝑖 (𝑧)

)︀
, 𝑖 = 1, 2 (1.4)

be two solutions to the problem (1.3) without finite poles of some orders at the infinity; the
positive order stands for the order of the pole. We denote by Ω𝑘(𝑧) the second order matrix
function obtained from the rectangle matrix function Ω(𝑧) = ‖𝑤𝑗

𝑖 (𝑧)‖, 𝑗 = 1, 2, 3, 𝑖 = 1, 2, the
columns of which are the components of the vector functions (1.4) obtained by removing the
row with the index 𝑘. Let for some values of the indices 𝑘 and 𝑠, 𝑘, 𝑠 = 1, 2, 3, the determinant
of the matrix function Ω𝑘(𝑧) does not vanish in 𝐷+ ∪ Γ, while the determinant of the matrix
function Ω𝑠(𝑧) has no zeroes in Γ∪𝐷−∖{∞}. Then the canonical system of solutions of problem
(1.2) can be constructed in closed form. For instance, let the determinant ∆+

3 (𝑧) = detΩ3+(𝑧)
have no zeroes in 𝐷+ ∪ Γ, and the determinant ∆−

3 (𝑧) = detΩ3−(𝑧) have no zeroes in Γ in a
finite part of the domain 𝐷−. We denote the sought systems of solutions by

vi(𝑧) =
(︀
𝑣1𝑖 (𝑧), 𝑣

2
𝑖 (𝑧), 𝑣

3
𝑖 (𝑧)

)︀
, 𝑖 = 1, 2, 3,

vi(𝑧) has order (−κ𝑖) at the infinity. Integer numbers κ𝑖, which are partial indices of the matrix
function (1.1), are supposed to the taken in ascending order κ1 ⩾ κ2 ⩾ κ3, where

κ1 + κ2 + κ3 = κ = ind det𝐺(𝑡)

is the total index of matrix function (1.1). Then the components of the first vector function of
canonical systems of solutions (their limiting values on Γ) are determined by the formulas

𝑣1+1 = 𝑤1+
1

(︀
𝑃 [𝑀 ] + 𝑐1

)︀
+ 𝑤1+

2

(︀
−𝑃 [𝑀1] + 𝑐2

)︀
,

𝑣2+1 = 𝑤2+
1

(︀
𝑃 [𝑀 ] + 𝑐1

)︀
+ 𝑤2+

2

(︀
−𝑃 [𝑀1] + 𝑐2

)︀
,

𝑣3+1 =
(︀
𝑝1∆

+ − 𝑣1+1 ∆+
1 − 𝑣2+1 ∆+

2

)︀
/∆+

3 ;

𝑣1−1 = 𝑤1−
1

(︀
−𝑄 [𝑀 ] + 𝑐1

)︀
+ 𝑤1−

2

(︀
𝑄 [𝑀1] + 𝑐2

)︀
,

𝑣2−1 = 𝑤2−
1

(︀
−𝑄 [𝑀 ] + 𝑐1

)︀
+ 𝑤2−

2

(︀
𝑄 [𝑀1] + 𝑐2

)︀
,

𝑣3−1 =
(︀
𝑝1∆

− − 𝑣1−1 ∆−
1 − 𝑣2−1 ∆−

2

)︀
/∆−

3 ,

where

𝑃 =
1

2
(𝐼 + 𝑆), 𝑄 =

1

2
(𝐼 − 𝑆),

𝐼 is the identity operator, 𝑆 is a singular operator, 𝑝1 is an unknown polynomial, for the degree
of which an upper bound is known, 𝑐1 and 𝑐2 are constants,

∆(𝑡) = det𝐺(𝑡) =
∆+(𝑡)

∆−(𝑡)
,
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∆±
1 (𝑡) are the limiting values of the determinant of matrix function Ω1(𝑧) on Γ, ∆±

2 (𝑡) are the
limiting values of the determinant of the matrix functionΩ2(𝑧) taken with opposite sign on Γ,
and

𝑀 =
𝑝1∆

−

∆+
3 ∆

−
3

(︀
𝑔13𝑤

2+
2 − 𝑔23𝑤

1+
2

)︀
, 𝑀1 =

𝑝1∆
−

∆+
3 ∆

−
3

(︀
𝑔13𝑤

2+
1 − 𝑔23𝑤

1+
1

)︀
.

The coefficients of polynomial 𝑝1(𝑧) and the constants 𝑐1, 𝑐2 are chosen so that the function
v1(𝑧) possesses the lowest order (−κ1) at the infinity. The vector function v2(𝑧), of order
−κ2 ⩾ −κ1 at the infinity and not coinciding with the vector function v1(𝑧) multiplied by
some polynomial, is determined by the same formulas, in which the polynomial 𝑝1(𝑧) should
be replaced by the polynomial 𝑝2(𝑧), for the degree of which and the polynomials 𝑐1(𝑧), 𝑐2(𝑧)
upper bounds are known. The vector function v3(𝑧) is similarly sought as having the order
−κ3 = κ1+κ2−κ at infinity and is not relating with v1(𝑧) and v2(𝑧) by any linear combination
with polynomial coefficients.

2. Preliminaries

For the convenience we provide main notion and statements from works [4]–[6], which we
employ in the present paper.

Definition 2.1. Let w(𝑧) = (𝑤1(𝑧), 𝑤2(𝑧), 𝑤3(𝑧)) be a piecewise meromorphic solution to
the problem (1.3). We call it the solution with triple (𝜆1(𝑡), 𝜆2(𝑡), 𝜆3(𝑡)) if

𝑤1+(𝑡)

𝑤1−(𝑡)
= 𝜆1(𝑡),

𝑤2+(𝑡)

𝑤2−(𝑡)
= 𝜆2(𝑡),

𝑤3+(𝑡)

𝑤3−(𝑡)
= 𝜆3(𝑡) (2.1)

on Γ.

We suppose that the component of the triple 𝜆𝑘 is equal to zero, unbounded or is undefined
that is denoted by 0, ∞, 0/0 if respectively

𝑤𝑘+(𝑡) ≡ 0, 𝑤𝑘−(𝑡) ≡ 0, 𝑤𝑘±(𝑡) ≡ 0; 𝑘 = 1, 2, 3, 𝑡 ∈ Γ.

A triple with components not coinciding with 0, ∞, 0/0 is called non–degenerate.
Under the assumption on existence of two solutions w1(𝑧) and w2(𝑧) to the problem (1.3)

with the same non–degenerate triple (2.1) such that w2(𝑧) ̸≡ 𝑟(𝑧)w1(𝑧), where 𝑟(𝑧) is a rational
function, in the work [4] there were obtained restrictions of the entries of the matrix function
(1.1) ensuring the existence of such solutions and these solutions were written explicitly. Ac-
cording to the above statement, this allows to construct the canonical system of solutions of
this problem in a closed form.
It was shown in work [5] that a similar results can be obtained once for solutions of the

problem we suppose the coincidence of two components of the triple (2.1), while in [6] there
was justified a possibility of constructing in closed form of canonical system of solutions under
the assumption on existence of two solutions to the problem (1.3) with the same value of just
one component of triple (2.1).
Let 𝑤1±(𝑧) ̸≡ 0 for a solution w(𝑧) = (𝑤1(𝑧), 𝑤2(𝑧), 𝑤3(𝑧)) of the problem (1.3). We consider

well–defined in the corresponding domains relations

Φ(𝑧) =
𝑤2(𝑧)

𝑤1(𝑧)
, Ψ(𝑧) =

𝑤3(𝑧)

𝑤1(𝑧)
. (2.2)

It follows from the boundary conditions (1.3) that the pairs of functions (Φ±(𝑡),Ψ±(𝑡)) are lim-
iting values on Γ of piecewise meromophic solution (Φ(𝑧),Ψ(𝑧)) to the system of two fractional–
linear conjugation problems

Φ+ =
𝑔21 + 𝑔22Φ

− + 𝑔23Ψ
−

𝑔11 + 𝑔12Φ− + 𝑔13Ψ− , Ψ+ =
𝑔31 + 𝑔32Φ

− + 𝑔33Ψ
−

𝑔11 + 𝑔12Φ− + 𝑔13Ψ− . (2.3)
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And vice versa, if a pair of piecewise meromophic functions (Φ(𝑧),Ψ(𝑧)) is a solution to the
system of problem (2.3), then, rewriting these identities in the form

𝑔11 + 𝑔12Φ
− + 𝑔13Ψ

− =
Φ−

Φ+

(︂
𝑔22 + 𝑔21

1

Φ− + 𝑔23
Ψ−

Φ−

)︂
,

𝑔11 + 𝑔12Φ
− + 𝑔13Ψ

− =
Ψ−

Ψ+

(︂
𝑔33 + 𝑔31

1

Ψ− + 𝑔32
Φ−

Ψ−

)︂
and taking into consideration (2.2), we obtain that the vector function w(𝑧), the limiting values
of which in Γ are determined by the conditions

𝑔11 + 𝑔12Φ
− + 𝑔13Ψ

− =
𝑤1+

𝑤1− , 𝑤2± = Φ±𝑤1±, 𝑤3± = Ψ±𝑤1±, (2.4)

is a solution of the linear conjugation problem (1.3).

Definition 2.2. Two non–degenerate triples of defined on Γ functions (𝜆1(𝑡), 𝜆2(𝑡), 𝜆3(𝑡))

and (𝜆̃1(𝑡), 𝜆̃2(𝑡), 𝜆̃3(𝑡)) are called similar if the corresponding coefficients are proportional

𝜆1(𝑡)

𝜆̃1(𝑡)
=

𝜆2(𝑡)

𝜆̃2(𝑡)
=

𝜆3(𝑡)

𝜆̃3(𝑡)
, 𝑡 ∈ Γ.

3. Main results. Auxiliary constructions

In the paper we show the possibility of constructing a canonical system of solutions under the
assumption on the existence of two solutions to the linear conjugation problem (1.2) with similar
triples. First we provide the necessary conditions for the existence of two such solutions for the
problem (1.2), and then we specify additional requirements for the elements of matrix–function
(1.1) ensuring the possibility of effectively constructing its canonical system of solutions.
Let w1(𝑧) and w2(𝑧) be two solutions to the problem (1.2) with similar triples

(𝜆1(𝑡), 𝜆2(𝑡), 𝜆3(𝑡)) and (𝜆̃1(𝑡), 𝜆̃2(𝑡), 𝜆̃3(𝑡)). Then the corresponding relations (2.2) determine
two piecewise meromorphic solutions (Φ1(𝑧),Ψ1(𝑧)) and (Φ2(𝑧),Ψ2(𝑧)) of system of fractional–
linear conjugation problem (2.3). By the similarity condition of triples in accordance with
Definition 2.1 it is easy to conclude that these solutions are related by the identities

Φ2(𝑧) = 𝑟1(𝑧)Φ1(𝑧), Ψ2(𝑧) = 𝑟2(𝑧)Ψ1(𝑧), (3.1)

in which 𝑟1(𝑧) and 𝑟2(𝑧) are rational functions. Thus, by (2.3) for the limiting values of of the
functions (3.1) on Γ we arrive at the system of identities

𝑔11Φ
+
1 + 𝑔12Φ

+
1 Φ

−
1 + 𝑔13Φ

+
1 Ψ

−
1 = 𝑔21 + 𝑔22Φ

−
1 + 𝑔23Ψ

−
1 ,

𝑔11Ψ
+
1 + 𝑔12Ψ

+
1 Φ

−
1 + 𝑔13Ψ

+
1 Ψ

−
1 = 𝑔31 + 𝑔32Φ

−
1 + 𝑔33Ψ

−
1 ,

𝑟1𝑔11Φ
+
1 + 𝑟21𝑔12Φ

+
1 Φ

−
1 + 𝑟1𝑟2𝑔13Φ

+
1 Ψ

−
1 = 𝑔21 + 𝑟1𝑔22Φ

−
1 + 𝑟2𝑔23Ψ

−
1 ,

𝑟2𝑔11Ψ
+
1 + 𝑟1𝑟2𝑔12Ψ

+
1 Φ

−
1 + 𝑟22𝑔13Ψ

+
1 Ψ

−
1 = 𝑔31 + 𝑟1𝑔32Φ

−
1 + 𝑟2𝑔33Ψ

−
1 .

(3.2)

Excluding the products Φ+
1 (𝑡)Φ

−
1 (𝑡) and Ψ+

1 (𝑡)Φ
−
1 (𝑡) from the identities (3.2) and then the

products Φ+
1 (𝑡)Ψ

−
1 (𝑡) and Ψ+

1 (𝑡)Ψ
−
1 (𝑡), for 𝑟1(𝑡) ̸= 𝑟2(𝑡) we arrive at the identities

𝑟1Φ
+
1

[︀
(𝑟1−1)𝑔11 + (𝑟1−𝑟2)𝑔13Ψ

−
1

]︀
= (𝑟21−1)𝑔21 + 𝑟1(𝑟1−1)𝑔22Φ

−
1 + (𝑟21−𝑟2)𝑔23Ψ

−
1 ,

𝑟2Ψ
+
1

[︀
(𝑟1−1)𝑔11 + (𝑟1−𝑟2)𝑔13Ψ

−
1

]︀
= (𝑟1𝑟2−1)𝑔31 + 𝑟1(𝑟2−1)𝑔32Φ

−
1 +𝑟2(𝑟1−1)𝑔33Ψ

−
1 ,

𝑟1Φ
+
1

[︀
(𝑟2−1)𝑔11 + (𝑟2−𝑟1)𝑔12Φ

−
1

]︀
= (𝑟1𝑟2−1)𝑔21 + 𝑟1(𝑟2−1)𝑔22Φ

−
1 + 𝑟2(𝑟1−1)𝑔23Ψ

−
1 ,

𝑟2Ψ
+
1

[︀
(𝑟2−1)𝑔11 + (𝑟2−𝑟1)𝑔12Φ

−
1

]︀
= (𝑟22−1)𝑔31 + (𝑟22−𝑟1)𝑔32Φ

−
1 + 𝑟2(𝑟2−1)𝑔33Ψ

−
1

(3.3)

on Γ.
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We introduce the following notation on Γ :

(𝑟1 − 1)𝑔11 + (𝑟1 − 𝑟2)𝑔13Ψ
−
1 = 𝜑+

1 /𝜑
−
1 ,

(𝑟2 − 1)𝑔11 + (𝑟2 − 𝑟1)𝑔12Φ
−
1 = 𝜑+

2 /𝜑
−
2 ,

Φ±
1 𝜑

±
1 = 𝜑±

3 , Ψ±
1 𝜑

±
1 = 𝜑±

4 ,

Φ±
1 𝜑

±
2 = 𝜑±

5 , Ψ±
1 𝜑

±
2 = 𝜑±

6 .

(3.4)

This allows us to write the above obtained nonlinear conditions for the limiting values of the
functions Φ±

1 (𝑡), Ψ
±
1 (𝑡) on Γ as the linear conjugation problem

𝜑+
1 = (𝑟1 − 1)𝑔11𝜑

−
1 + (𝑟1 − 𝑟2)𝑔13𝜑

−
4 ,

𝜑+
2 = (𝑟2 − 1)𝑔11𝜑

−
2 + (𝑟2 − 𝑟1)𝑔12𝜑

−
5 ,

𝜑+
3 =

(𝑟21 − 1)

𝑟1
𝑔21𝜑

−
1 + (𝑟1 − 1)𝑔22𝜑

−
3 +

(𝑟21 − 𝑟2)

𝑟1
𝑔23𝜑

−
4 ,

𝜑+
4 =

(𝑟1𝑟2 − 1)

𝑟2
𝑔31𝜑

−
1 +

𝑟1(𝑟2 − 1)

𝑟2
𝑔32𝜑

−
3 + (𝑟1 − 1)𝑔33𝜑

−
4 ,

𝜑+
5 =

(𝑟1𝑟2 − 1)

𝑟1
𝑔21𝜑

−
2 + (𝑟2 − 1)𝑔22𝜑

−
5 +

𝑟2(𝑟1 − 1)

𝑟1
𝑔23𝜑

−
6 ,

𝜑+
6 =

(𝑟22 − 1)

𝑟2
𝑔31𝜑

−
2 +

(𝑟22 − 𝑟1)

𝑟2
𝑔32𝜑

−
5 + (𝑟2 − 1)𝑔33𝜑

−
6 .

(3.5)

According to (3.4), the solutions of the obtained linear conjugation problem should satisfy
the conditions

𝜑±
3 (𝑡)

𝜑±
1 (𝑡)

=
𝜑±
5 (𝑡)

𝜑±
2 (𝑡)

,
𝜑±
4 (𝑡)

𝜑±
1 (𝑡)

=
𝜑±
6 (𝑡)

𝜑±
2 (𝑡)

, 𝑡 ∈ Γ. (3.6)

And vice versa, given a solution to the linear conjugation problem (3.5) obeying the conditions
(3.6), we rewrite the boundary conditions (3.5) as

𝜑+
1

𝜑−
1

= (𝑟1 − 1)𝑔11 + (𝑟1 − 𝑟2)𝑔13
𝜑−
4

𝜑−
1

,

𝜑+
2

𝜑−
2

= (𝑟2 − 1)𝑔11 + (𝑟2 − 𝑟1)𝑔12
𝜑−
5

𝜑−
2

,

𝜑+
3

𝜑+
1

𝜑+
1

𝜑−
1

=
(𝑟21 − 1)

𝑟1
𝑔21 + (𝑟1 − 1)𝑔22

𝜑−
3

𝜑−
1

+
(𝑟21 − 𝑟2)

𝑟1
𝑔23

𝜑−
4

𝜑−
1

,

𝜑+
4

𝜑+
1

𝜑+
1

𝜑−
1

=
(𝑟1𝑟2 − 1)

𝑟2
𝑔31 +

𝑟1(𝑟2 − 1)

𝑟2
𝑔32

𝜑−
3

𝜑−
1

+ (𝑟1 − 1)𝑔33
𝜑−
4

𝜑−
1

,

𝜑+
5

𝜑+
2

𝜑+
2

𝜑−
2

=
(𝑟1𝑟2 − 1)

𝑟1
𝑔21 + (𝑟2 − 1)𝑔22

𝜑−
5

𝜑−
2

+
𝑟2(𝑟1 − 1)

𝑟1
𝑔23

𝜑−
6

𝜑−
2

,

𝜑+
6

𝜑+
2

𝜑+
2

𝜑−
2

=
(𝑟22 − 1)

𝑟2
𝑔31 +

(𝑟22 − 𝑟1)

𝑟2
𝑔32

𝜑−
5

𝜑−
2

+ (𝑟2 − 1)𝑔33
𝜑−
6

𝜑−
2

and letting

Φ±
1 (𝑡) =

𝜑±
3 (𝑡)

𝜑±
1 (𝑡)

=
𝜑±
5 (𝑡)

𝜑±
2 (𝑡)

, Ψ±
1 (𝑡) =

𝜑±
4 (𝑡)

𝜑±
1 (𝑡)

=
𝜑±
6 (𝑡)

𝜑±
2 (𝑡)

, 𝑡 ∈ Γ, (3.7)

we obtain that the functions (Φ1(𝑧),Ψ1(𝑧)) and functions (3.1) obey the conditions (3.3) and
hence the conditions (3.2).
Let us consider some particular cases of the linear conjugation problem (1.3) allowing to

write a solution to linear conjugation problem (3.5) in closed form.
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Suppose that the entries of the matrix function (1.1) obey the conditions

𝑔12(𝑡) ̸= 0, 𝑔13(𝑡) ̸= 0, 𝑔21(𝑡) ̸= 0, 𝑔33(𝑡) ̸= 0, 𝑔11(𝑡) ≡ 0, 𝑔23(𝑡) ≡ 0, 𝑡 ∈ Γ. (3.8)

In this case the determinant of matrix function of linear conjugation problem (3.5) is equal to

∆1 =
(𝑟1𝑟2 − 1)

𝑟1𝑟2
(𝑟2 − 𝑟1)

2(𝑟1 − 1)(𝑟2 − 1)𝑔12𝑔13𝑔21𝑔33

· [(𝑟1 + 1)(𝑟2 − 1)𝑔21𝑔32 − (𝑟1𝑟2 − 1)𝑔22𝑔31] .
(3.9)

We suppose that this determinant is not equal to zero and infinity on Γ. Under conditions (3.8)
the linear conjugation problem (3.5) is rewritten as

𝜑+
1 = (𝑟1 − 𝑟2)𝑔13𝜑

−
4 ,

𝜑+
2 = (𝑟2 − 𝑟1)𝑔12𝜑

−
5 ,

𝜑+
3 =

(𝑟21 − 1)

𝑟1
𝑔21𝜑

−
1 + (𝑟1 − 1)𝑔22𝜑

−
3 ,

𝜑+
4 =

(𝑟1𝑟2 − 1)

𝑟2
𝑔31𝜑

−
1 +

𝑟1(𝑟2 − 1)

𝑟2
𝑔32𝜑

−
3 + (𝑟1 − 1)𝑔33𝜑

−
4 ,

𝜑+
5 =

(𝑟1𝑟2 − 1)

𝑟1
𝑔21𝜑

−
2 + (𝑟2 − 1)𝑔22𝜑

−
5 ,

𝜑+
6 =

(𝑟22 − 1)

𝑟2
𝑔31𝜑

−
2 +

(𝑟22 − 𝑟1)

𝑟2
𝑔32𝜑

−
5 + (𝑟2 − 1)𝑔33𝜑

−
6 .

(3.10)

By the first two boundary conditions we find

𝜑+
1 = (𝑟1 − 𝑟2)𝑔

+
13, 𝜑−

4 =
1

𝑔−13
, 𝜑+

2 = (𝑟2 − 𝑟1)𝑔
+
12, 𝜑−

5 =
1

𝑔−12
, (3.11)

where and in what follows for 𝑔𝑖𝑗(𝑡) ̸= 0, 𝑡 ∈ Γ we let 𝑔𝑖𝑗(𝑡) = 𝑔+𝑖𝑗(𝑡)𝑔
−
𝑖𝑗(𝑡), 𝑖, 𝑗 = 1, 2, 3, which

are the factorizations on Γ of the corresponding entries of matrix function (1.1). Then by the
last two boundary conditions (3.10) we find

𝜑+
5 =

(𝑟1𝑟2 − 1)

𝑟1
𝑔+21 (𝑃 [𝐾] +𝑅) , 𝜑−

2 =
1

𝑔−21
(−𝑄[𝐾] +𝑅) ,

𝜑+
6 = (𝑟2 − 1)𝑔+33 (𝑃 [𝐾1] +𝑅1) , 𝜑−

6 =
1

𝑔−33
(−𝑄[𝐾1] +𝑅1) .

(3.12)

Here 𝑅, 𝑅1 are rational functions and the functions 𝐾 and 𝐾1 are defined by the formulas

𝐾 =
𝑟1(𝑟2 − 1)

(𝑟1𝑟2 − 1)

𝑔22
𝑔+21𝑔

−
12

, 𝐾1 =
(𝑟22 − 𝑟1)

𝑟2(𝑟2 − 1)

𝑔32
𝑔+33𝑔

−
12

+
(𝑟2 + 1)

𝑟2

𝑔31
𝑔+33𝑔

−
21

(−𝑄[𝐾] +𝑅) . (3.13)

It is impossible to determine the components 𝜑±
3 (𝑡) on Γ as well as the components 𝜑+

4 (𝑡)
and 𝜑−

1 (𝑡) of solution to the linear conjugation problem (3.10) in the present case without
additional restrictions for the entries of matrix function (1.1). However, in order the functions
Φ±

1 (𝑡), Ψ
±
1 (𝑡) to satisfy the identities (3.2) (𝑔11(𝑡) ≡ 0, 𝑔23(𝑡) ≡ 0), they should satisfy the
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identities (3.7), in accordance with which and the formulas (3.11)–(3.13) we obtain

Φ+
1 =

𝜑+
5

𝜑+
2

=
(𝑟1𝑟2 − 1)

𝑟1(𝑟2 − 𝑟1)

𝑔+21
𝑔+12

(𝑃 [𝐾] +𝑅) ,

𝜑+
3 = 𝜑+

1 Φ
+
1 = −(𝑟1𝑟2 − 1)

𝑟1

𝑔+13𝑔
+
21

𝑔+12
(𝑃 [𝐾] +𝑅) ,

Φ−
1 =

𝜑−
5

𝜑−
2

=
𝑔−21

𝑔−12 (−𝑄[𝐾] +𝑅)
,

Ψ+
1 =

𝜑+
6

𝜑+
2

=
(𝑟2 − 1)𝑔+33
(𝑟2 − 𝑟1)𝑔

+
12

(𝑃 [𝐾1] +𝑅1) ,

𝜑+
4 = 𝜑+

1 Ψ
+
1 = −(𝑟2 − 1)𝑔+13𝑔

+
33

𝑔+12
(𝑃 [𝐾1] +𝑅1) ,

Ψ−
1 =

𝜑−
6

𝜑−
2

=
𝑔−21 (−𝑄[𝐾1] +𝑅1)

𝑔−33 (−𝑄[𝐾] +𝑅)
,

𝜑−
1 =

𝜑−
4

Ψ−
1

=
𝑔−33 (−𝑄[𝐾] +𝑅)

𝑔−13𝑔
−
21 (−𝑄[𝐾1] +𝑅1)

,

𝜑−
3 = 𝜑−

1 Φ
−
1 =

𝑔−33
𝑔−12𝑔

−
13 (−𝑄[𝐾1] +𝑅1)

.

(3.14)

Substituting the values 𝜑−
1 (𝑡), 𝜑

±
3 (𝑡), 𝜑

±
4 (𝑡) into the third and fourth boundary conditions in

(3.10), we see that the following identities should be satisfied on Γ:

(𝑟1𝑟2 − 1)𝑔13𝑔21𝑔
−
12 (𝑃 [𝐾] +𝑅) (−𝑄[𝐾1] +𝑅1)

+ (𝑟21 − 1)𝑔12𝑔21𝑔
−
33 (−𝑄[𝐾] +𝑅) + 𝑟1(𝑟1 − 1)𝑔22𝑔

+
12𝑔

−
21𝑔

−
33 ≡ 0,

(3.15)

𝑟2(𝑟2 − 1)𝑔13𝑔
+
33𝑔

−
12𝑔

−
21 (𝑃 [𝐾1] +𝑅1) (−𝑄[𝐾1] +𝑅1)

+ (𝑟1𝑟2 − 1)𝑔12𝑔31𝑔
−
33 (−𝑄[𝐾] +𝑅)

+ 𝑟2(𝑟1 − 1)𝑔12𝑔33𝑔
−
21 (−𝑄[𝐾1] +𝑅1) + 𝑟1(𝑟2 − 1)𝑔32𝑔

+
12𝑔

−
21𝑔

−
33 ≡ 0.

(3.16)

The coefficients of the scalar Riemann problems for determining the first components 𝑤1
1(𝑧)

and 𝑤1
2(𝑧) of the solutions (1.4) by the found solutions (3.14) (under the identities (3.15), (3.16))

are determined by the first formula in (2.4) and are respectively equal to

𝑔−21
(︀
𝑔+12𝑔

−
33 + 𝑔13 (−𝑄[𝐾1] +𝑅1)

)︀
𝑔−33 (−𝑄[𝐾] +𝑅)

, (3.17)

𝑔−21
(︀
𝑟1𝑔

+
12𝑔

−
33 + 𝑟2𝑔13 (−𝑄[𝐾1] +𝑅1)

)︀
𝑔−33 (−𝑄[𝐾] +𝑅)

. (3.18)

Calculating the determinant of the above introduced matrix function Ω3(𝑧) in the corresponding
domain, we obtain

detΩ3(𝑧) = (𝑟1(𝑧)− 1)Φ1(𝑧)𝑤
1
1(𝑧)𝑤

1
2(𝑧). (3.19)

4. First main result

Theorem 4.1. Let Γ be a simple smooth closed contour partitioning the plane of complex
variable into two domains 𝐷+ and 𝐷−, 0 ∈ 𝐷+, ∞ ∈ 𝐷−), 𝐺(𝑡) be an 𝐻–continuous on Γ
third order matrix function and det𝐺(𝑡) ̸= 0. If the entries of matrix function (1.1) satisfy
the conditions (3.8) and are related by the identities (3.15), (3.16), in which for the rational
functions 𝑟1 ̸= 1 is a constant, 𝑟2, 𝑅, 𝑅1, the determinant (3.9) and the functions (3.17), (3.18)
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do not equal to zero and infinity on Γ, the functions Ψ±
1 (𝑧) defined in (3.13), (3.14) have no

finite poles, and the function Φ±
1 (𝑧) and functions (3.19) have no zeroes and poles in the domain

𝐷+, on Γ and the finite part of the domain 𝐷−. Then the canonical system of solution of linear
conjugation problem (1.2) can be effectively constructed.

Proof. If the assumptions of theorem are satisfied, then the functions Φ±
1 (𝑡), Ψ

±
1 (𝑡) defined

in (3.13), (3.14) and the functions (3.1) satisfy the corresponding identities (3.2) on Γ.
This statement can be verified if we express the products (𝑃 [𝐾] +𝑅) (−𝑄[𝐾1] +𝑅1) and
(𝑃 [𝐾1] +𝑅1) (−𝑄[𝐾1] +𝑅1) from the identities (3.15), (3.16) and take into consideration the
properties of the operators 𝑃 and 𝑄 (𝑃 + 𝑄 = 𝐼). We determine the components 𝑤1

1(𝑧) and
𝑤1

2(𝑧) as solutions to the corresponding scalar Riemann problem with the coefficients (3.17),
(3.18) in the class of functions without zeroes in the domains 𝐷+ and 𝐷− admitting a polar
singularity only at infinity (canonical functions of these problems) and we obtain other two
components of the solutions (1.4) by the second and third formula in (2.4). This allows us to
obtain two solutions of the linear conjugation problem (1.2), for the which the determinants
(3.19) of matrix function Ω3(𝑧) have no finite zeroes. This allows to construct effectively the
canonical system of solutions for the problem by the proposed in [2] algorithm. The proof is
complete.

We note that owing to the boundedness of the operators 𝑃 [𝐾] and 𝑄[𝐾] we can take 𝑅
constant and by choosing it appropriately, we can achieve that the expressions 𝑃 [𝐾] + 𝑅
and −𝑄[𝐾] + 𝑅 involved in the definitions of functions Φ±

1 (𝑧) do not vanish on Γ and the
corresponding domains 𝐷+ and 𝐷−.
If we admit the presence of zeroes for the determinants (3.19) at finitely many points in the

plane, the proposed in [2] algorithm for constructing solutions to the problem (1.2) can be also
realized by using the results in the work [7].

Remark 4.1. We denote by 𝐹(𝑖,𝑗,𝑘) the matrix of third order permutations, where the com-
ponents of index 𝑖 ̸= 𝑗 ̸= 𝑘 take the values 1, 2, 3, while its non–zero entries in the first, second
and third rows are respectively the elements 𝑓1𝑖 = 𝑓2𝑗 = 𝑓3𝑘 = 1. Under the left multiplication
of the matrix function 𝐺(𝑡) by the matrix 𝐹(𝑖,𝑗,𝑘), the row of the matrix function with the index
𝑖 becomes the first row, the row with the index 𝑗 becomes the second row, while the row with the
index 𝑘 becomes the third row. In the right multiplication by 𝐹(𝑖,𝑗,𝑘), the first row comes from
the column, the index of which is determined by the position of the component of index, which is
equal to 1, the second row comes from the column, the index of which is determined by position
of component of index, which is equal to 2, and the third row comes from the column, the index
of which is determined by the position of component of index, which is equal to 3. The inverse
matrix of 𝐹(𝑖,𝑗,𝑘) coincides with its transposition: 𝐹−1

(𝑖,𝑗,𝑘) = 𝐹 ′
(𝑖,𝑗,𝑘). Writing the corresponding as-

sumptions of Theorem 4.1 for the matrix functions 𝐹(𝑖,𝑗,𝑘)𝐺(𝑡), 𝐺(𝑡)𝐹(𝑖,𝑗,𝑘), 𝐹(𝑖,𝑗,𝑘)𝐺(𝑡)𝐹(𝑖1,𝑗1,𝑘1),
we arrive at other cases of the effective factorization of the matrix function (1.1).

Example 1. Let the conditions (3.8) and corresponding identities (3.15), (3.16) be satisfied

𝑔13𝑔21𝑔
−
12𝑃

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
𝑄

[︂
𝑔32

𝑔+33𝑔
−
12

]︂
+ 2𝑔12𝑔21𝑔

−
33𝑄

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
− 𝑔22𝑔

+
12𝑔

−
21𝑔

−
33 ≡ 0,

9𝑔13𝑔
+
33𝑔

−
12𝑔

−
21𝑃

[︂
𝑔32

𝑔+21𝑔
−
12

]︂
𝑄

[︂
𝑔32

𝑔+21𝑔
−
12

]︂
+ 8𝑔12𝑔31𝑔

−
33𝑄

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
+ 9𝑔12𝑔33𝑔

−
21𝑄

[︂
𝑔32

𝑔+33𝑔
−
12

]︂
− 8𝑔32𝑔

+
12𝑔

−
21𝑔

−
33 ≡ 0,

in which

𝑟1 = −2, 𝑟2 = −1, 𝑅 = 𝑅1 = 0
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are constants. If the determinant (3.9), which is equal to

∆1 = 3𝑔12𝑔13𝑔21𝑔33(𝑔21𝑔32 − 𝑔22𝑔31),

does not vanish on Γ, then the corresponding functions (3.7), in accordance with (3.14), read
as

Φ+
1 = −2𝑔+21

𝑔+12
𝑃

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
, Φ−

1 = −𝑔−21/4𝑔
−
12𝑄

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
,

Ψ+
1 = −3𝑔+33

𝑔+12
𝑃

[︂
𝑔32

𝑔+21𝑔
−
12

]︂
, Ψ−

1 = 3𝑔−21𝑄

[︂
𝑔32

𝑔+33𝑔
−
12

]︂
/8𝑔−33𝑄

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
.

The verification that the functions Φ±
1 , Ψ

±
1 and Φ±

2 = −2Φ±
1 , Ψ

±
2 = −Ψ±

1 , satisfy the corre-
sponding conditions (2.3) can be made straightforwardly taking into consideration the above
given identities.
The coefficients of the scalar homogeneous Riemann problems 𝑤1+

𝑖 (𝑡) = 𝐺𝑖(𝑡)𝑤
1−
𝑖 (𝑡), 𝑖 = 1, 2,

(𝐺𝑖(𝑡) are 𝐻–continuous on Γ functions) for defining the first components of sought solutions
w1(𝑧) and w2(𝑧) to problem (1.3) are respectively equal to

𝐺1 = −𝑔−21

(︂
2𝑔+12𝑔

−
33 − 3𝑔13𝑄

[︂
𝑔32

𝑔+33𝑔
−
12

]︂)︂
/8𝑔−33𝑄

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
,

𝐺2 = 𝑔−21

(︂
4𝑔+12𝑔

−
33 − 3𝑔13𝑄

[︂
𝑔32

𝑔+33𝑔
−
12

]︂)︂
/8𝑔−33𝑄

[︂
𝑔22

𝑔+21𝑔
−
12

]︂
.

If these coefficients are not equal to zero and infinity on Γ, the functions Φ−
1 , Ψ

−
1 have no finite

poles, and the function Φ+
1 is is non–zero, then we determine the first components of 𝑤1±

𝑖 (𝑧),
𝑖 = 1, 2 of the solutions (1.4) in accordance with [8], we find that the determinants (3.19) have
no zeroes on Γ and in the corresponding domain of the finite and hence, the canonical system
of solutions of corresponding problem (1.3) can be effectively constructed.
Now we consider the case of existence of two solutions to the linear conjugation problem

(1.3) with similar triples, for which in the identities (3.1) we have

𝑟1(𝑧) = 𝑟2(𝑧) = 𝑟(𝑧), 𝑟(𝑡) ̸= 1, 𝑡 ∈ Γ.

In this case the boundary conditions (3.2) are rewritten as

𝑔11Φ
+
1 + 𝑔12Φ

+
1 Φ

−
1 + 𝑔13Φ

+
1 Ψ

−
1 = 𝑔21 + 𝑔22Φ

−
1 + 𝑔23Ψ

−
1 ,

𝑔11Ψ
+
1 + 𝑔12Ψ

+
1 Φ

−
1 + 𝑔13Ψ

+
1 Ψ

−
1 = 𝑔31 + 𝑔32Φ

−
1 + 𝑔33Ψ

−
1 ,

𝑟𝑔11Φ
+
1 + 𝑟2𝑔12Φ

+
1 Φ

−
1 + 𝑟2𝑔13Φ

+
1 Ψ

−
1 = 𝑔21 + 𝑟𝑔22Φ

−
1 + 𝑟𝑔23Ψ

−
1 ,

𝑟𝑔11Ψ
+
1 + 𝑟2𝑔12Ψ

+
1 Φ

−
1 + 𝑟2𝑔13Ψ

+
1 Ψ

−
1 = 𝑔31 + 𝑟𝑔32Φ

−
1 + 𝑟𝑔33Ψ

−
1 ,

(4.1)

while the conditions (3.3) are reduced to two conditions

𝑟(𝑟 − 1)𝑔11Φ
+
1 = (𝑟2 − 1)𝑔21 + 𝑟(𝑟 − 1)𝑔22Φ

−
1 + 𝑟(𝑟 − 1)𝑔23Ψ

−
1 ,

𝑟(𝑟 − 1)𝑔11Ψ
+
1 = (𝑟2 − 1)𝑔31 + 𝑟(𝑟 − 1)𝑔32Φ

−
1 + 𝑟(𝑟 − 1)𝑔33Ψ

−
1 ,

(4.2)

which do not imply the identities (4.1).
Introducing the notation

(𝑟 − 1)𝑔11 = 𝜑+
1 /𝜑

−
1 , Φ±

1 𝜑
±
1 = 𝜑±

2 , Ψ±
1 𝜑

±
1 = 𝜑±

3 , (4.3)



EFFECTIVE FACTORIZATION IN SOME CLASSES 49

according to (4.2) and notation (4.3), we arrive at the linear conjugation problem

𝜑+
1 = (𝑟 − 1)𝑔11𝜑

−
1 ,

𝜑+
2 =

(𝑟2 − 1)

𝑟
𝑔21𝜑

−
1 + (𝑟 − 1)𝑔22𝜑

−
2 + (𝑟 − 1)𝑔23𝜑

−
3 ,

𝜑+
3 =

(𝑟2 − 1)

𝑟
𝑔31𝜑

−
1 + (𝑟 − 1)𝑔32𝜑

−
2 + (𝑟 − 1)𝑔33𝜑

−
3 .

(4.4)

The determinant of the matrix function of linear conjugation problem (4.4) is equal to

∆2(𝑡) = (𝑟(𝑡)− 1)3𝑔11(𝑡)(𝑔22(𝑡)𝑔33(𝑡)− 𝑔23(𝑡)𝑔32(𝑡)).

We suppose that this determinant is not equal to zero and infinity on Γ. We suppose that the
entries of the matrix function (1.1) obey the conditions

𝑔11(𝑡) ̸= 0, 𝑔22(𝑡) ̸= 0, 𝑔33(𝑡) ̸= 0, 𝑔23(𝑡) ≡ 0, 𝑡 ∈ Γ, (∆2(𝑡) ̸= 0). (4.5)

Then a partial piecewise meromorphic solution to the corresponding linear conjugation problem
(4.4) (its limiting values on Γ) can be written by the formulas

𝜑+
1 = (𝑟 − 1)𝑔+11, 𝜑−

1 =
1

𝑔−11
,

𝜑+
2 = (𝑟 − 1)𝑔+22 (𝑃 [𝐾] +𝑅) , 𝜑−

2 =
1

𝑔−22
(−𝑄[𝐾] +𝑅) ,

𝜑+
3 = (𝑟 − 1)𝑔+33 (𝑃 [𝐾1] +𝑅1) , 𝜑−

3 =
1

𝑔−33
(−𝑄[𝐾1] +𝑅1) ,

where 𝑅, 𝑅1 are rational functions and 𝐾, 𝐾1 are defined by the formulas

𝐾 =
(𝑟 + 1)

𝑟

𝑔21
𝑔+22𝑔

−
11

, 𝐾1 =
(𝑟 + 1)

𝑟

𝑔31
𝑔+33𝑔

−
11

+
𝑔32

𝑔+33𝑔
−
22

(−𝑄[𝐾] +𝑅). (4.6)

Then, in view of notation (4.3), the functions

Φ+
1 =

𝑔+22
𝑔+11

(𝑃 [𝐾] +𝑅) , Φ−
1 =

𝑔−11
𝑔−22

(−𝑄[𝐾] +𝑅) ;

Ψ+
1 =

𝑔+33
𝑔+11

(𝑃 [𝐾1] +𝑅1) , Ψ−
1 =

𝑔−11
𝑔−33

(−𝑄[𝐾1] +𝑅1)

(4.7)

should be the limiting values on Γ of a piecewise meromorphic solution to fractional–linear
conjugation problem (2.3), which, in view of (4.5), we rewrite as

𝑔11Φ
+ + 𝑔12Φ

+Φ− + 𝑔13Φ
+Ψ− = 𝑔21 + 𝑔22Φ

−,

𝑔11Ψ
+ + 𝑔12Ψ

+Φ− + 𝑔13Ψ
+Ψ− = 𝑔31 + 𝑔32Φ

− + 𝑔33Ψ
−.

(4.8)

Substituting the functions (4.7) into the boundary conditions (4.8), we find that on Γ the
following system of identities should be satisfied:

𝑔12
𝑔+22𝑔

−
11

𝑔+11𝑔
−
22

(𝑃 [𝐾]+𝑅) (−𝑄[𝐾]+𝑅)+𝑔13
𝑔+22𝑔

−
11

𝑔+11𝑔
−
33

(𝑃 [𝐾]+𝑅) (−𝑄[𝐾1]+𝑅1)≡−𝑔21
𝑟
,

𝑔12
𝑔+33𝑔

−
11

𝑔+11𝑔
−
22

(𝑃 [𝐾1]+𝑅1) (−𝑄[𝐾]+𝑅)+𝑔13
𝑔+33𝑔

−
11

𝑔+11𝑔
−
33

(𝑃 [𝐾1]+𝑅1) (−𝑄[𝐾1]+𝑅1)≡−𝑔31
𝑟
.

(4.9)

We treat the above identities as an algebraic system for determining the entries 𝑔12(𝑡) and
𝑔13(𝑡) of the matrix function (1.1). Since the determinant of this system is identically zero, this
system is compatible if and only if the rank of its matrix coincides with the rank of its extended
matrix, and this leads us to the condition

𝑔21𝑔
+
33 (𝑃 [𝐾1] +𝑅1)− 𝑔31𝑔

+
22 (𝑃 [𝐾] +𝑅) ≡ 0. (4.10)
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It is straightforward to show that the validity of (4.10) and one of the relations (4.9) implies
the validity of the other relation. Thus, the functions (4.7) determine a solution to the system
of fractional–linear conjugation problem (4.8) if, for instance, the first identity in (4.9) and
identity (4.10) are satisfied on Γ.
The obtained conditions can be transformed in another form. Indeed, according to (4.10)

and the properties of the operators 𝑃 and 𝑄, the first identity in (4.9) can be written as

(𝑔12𝑔21𝑔33 + 𝑔13𝑔22𝑔31 − 𝑔13𝑔21𝑔32) 𝑔
+
22𝑔

−
11 (𝑃 [𝐾] +𝑅)2+

(𝑟 + 1)

𝑟

(︀
𝑔13𝑔

2
21𝑔32 − 𝑔12𝑔13𝑔21𝑔31 − 𝑔12𝑔

2
21𝑔33

)︀
(𝑃 [𝐾] +𝑅) +

1

𝑟
𝑔221𝑔33𝑔

+
11𝑔

−
22 = 0.

(4.11)

This is why, the validity of the first identity in (4.9) and identity (4.10) is reduced to the
existence of a root to the square equation (4.11), which can be meromorphically continued in
the domain 𝐷+.
Now we are going to verify that the functions

Φ2(𝑧) = 𝑟(𝑧)Φ1(𝑧), Ψ2(𝑧) = 𝑟(𝑧)Ψ1(𝑧),

where (Φ1(𝑧),Ψ1(𝑧)) is a solution to the system of problems (4.8), also determines the solution
to this problem. Indeed, it follows from the formulas (4.6), (4.7) that

𝑔11Φ
+
1 − 𝑔22Φ

−
1 =

(𝑟 + 1)

𝑟
𝑔21.

This is why, according to the first condition in (4.8), we arrive at the identity

𝑔12Φ
+
1 Φ

−
1 + 𝑔13Φ

+
1 Ψ

−
1 = −𝑔21

𝑟
.

Similarly, it follows from the formulas (4.6), (4.7) that

𝑔11Ψ
+
1 − 𝑔33Ψ

−
1 − 𝑔32Φ

−
1 =

(𝑟 + 1)

𝑟
𝑔31,

while by the second condition in (4.8) we get

𝑔12Ψ
+
1 Φ

−
1 + 𝑔13Ψ

+
1 Ψ

−
1 = −𝑔31

𝑟
.

Substituting the functions Φ2(𝑧), Ψ2(𝑧) into (4.8) and taking into consideration the obtained
relations, we arrive at the corresponding identities.
The coefficients in the scalar Riemann problems for determining the first components 𝑤1

1(𝑧)
and 𝑤1

2(𝑧) in the solutions (1.4) by the found solutions to the problem (2.3) are determined by
the first formulas (2.4), in which the term 𝑔12Φ

−
1 + 𝑔13Ψ

−
1 is expressed from the aforementioned

identity, are respectively equal to

𝑔11 −
𝑔21
𝑟

𝑔+11
𝑔+22 (𝑃 [𝐾] +𝑅)

and 𝑔11 −
𝑔21𝑔

+
11

𝑔+22 (𝑃 [𝐾] +𝑅)
. (4.12)

If these coefficients are not zero and infinity on Γ, then, determining the components 𝑤1
1(𝑧) and

𝑤1
2(𝑧) as solutions of the corresponding homogeneous scalar Riemann problems in the class of

the functions without zeroes in the domains 𝐷+ and 𝐷−, which admit the polar singularity only
at the infinity (the canonical functions of these problems), we obtain other two components of
solutions (1.4) by the second and third formulas in (2.4).
Calculating the determinants of the matrix functions Ω3(𝑧) obtained from the above found

rectangle matrix function Ω(𝑧) = ||𝑤𝑗
𝑖 (𝑧)||, 𝑗 = 1, 2, 3, 𝑖 = 1, 2, by removing the third row, we

obtain

detΩ3(𝑧) = (𝑟(𝑧)− 1)Φ1(𝑧)𝑤
1
1(𝑧)𝑤

1
2(𝑧). (4.13)
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5. Second main result

Theorem 5.1. Let Γ be a simple smooth closed contour, which partitions the plane of com-
plex variable into two domains 𝐷+ and 𝐷−, (0 ∈ 𝐷+, ∞ ∈ 𝐷−), 𝐺(𝑡) be an 𝐻–continuous on Γ
third order matrix function and det𝐺(𝑡) ̸= 0. If the entries of the matrix function (1.1) satisfy
the conditions (4.5) and are related by one of the identities in (4.9) and the identity (4.10), in
which 𝑟 ̸= 1 is a constant and 𝑅, 𝑅1 are polynomials, the functions (4.12) do not equal to zero
and infinity on Γ, and the functions Φ±

1 (𝑧) defined in (4.6), (4.7) and the functions (4.13) have
no zeroes in the domain 𝐷+ on Γ and in the finite part of the domain 𝐷−; the aforementioned
conditions for the matrix function (1.1) left (right) multiplied by the third order permutation
matrix.

Then the canonical system of solutions to the linear conjugation problem (1.2) can be effec-
tively constructed.

The proof is similar to that of Theorem 4.1.

Example 2. Let the conditions (4.5) be satisfied and the entries of matrix function (1.1)
are related by the first identity in (4.9) and the identity (4.10):

𝑔12
𝑔+22𝑔

−
11

𝑔+11𝑔
−
22

− 𝑔13
𝑔+22𝑔

−
11

𝑔+11𝑔
−
33

𝑄

[︂
𝑔32

𝑔+33𝑔
−
22

]︂
≡ 𝑔21,

𝑔21𝑔
+
33𝑃

[︂
𝑔32

𝑔+33𝑔
−
22

]︂
− 𝑔31𝑔

+
22 ≡ 0,

where
𝑟 ≡ −1, 𝑅 ≡ 1, 𝑅1 ≡ 0, 𝐾 ≡ 0, 𝐾1 =

𝑔32
𝑔+33𝑔

−
22

.

Then the formulas

Φ+
1 =

𝑔+22
𝑔+11

, Φ−
1 =

𝑔−11
𝑔−22

, Φ±
2 = −Φ±

1 ;

Ψ+
1 =

𝑔+33
𝑔+11

𝑃

[︂
𝑔32

𝑔+33𝑔
−
22

]︂
, Ψ−

1 = −𝑔−11
𝑔−33

𝑄

[︂
𝑔32

𝑔+33𝑔
−
22

]︂
, Ψ±

2 = −Ψ±
1

determine solutions to the system of fractional–linear conjugation problems (4.8) satisfying the
assumptions of Theorem 5.1. The verification of this fact can be made straightforwardly by
substituting the expressions for Φ±

1 (𝑡) and Ψ±
1 (𝑡) into (4.8), in which the values on Γ of the

operators 𝑃 [𝐾1] and 𝑄 [𝐾1] are taken from the above identities (under the possibility of analytic
continuations of the obtained expressions into the corresponding domains). In the considered
case (𝑟 ≡ −1, 𝑅 ≡ 1) the equation (4.11) can be written as

(𝑔12𝑔21𝑔33 + 𝑔13𝑔22𝑔31 − 𝑔13𝑔21𝑔32) 𝑔
+
22𝑔

−
11 = 𝑔221𝑔33𝑔

+
11𝑔

−
22

and the equation has roots 1 and −1.
On Γ the functions (4.12) become

𝑔11𝑔
+
22 + 𝑔21𝑔

+
11

𝑔+22
,

𝑔11𝑔
+
22 − 𝑔21𝑔

+
11

𝑔+22
.

If these functions do not vanish on Γ, then determining the first components 𝑤1
1(𝑧) and 𝑤1

2(𝑧)
of the solutions (1.4) as solutions to homogeneous scalar Riemann problems in the class of
functions without zeroes in the domain 𝐷+ and a finite part of the domain 𝐷− and taking into
consideration that the functions Φ±

1 (𝑧) do not vanish in the corresponding domains of the finite
plane, we obtain that the determinant for the solutions (2.4) in the formula 4.13 satisfies the
assumptions of Theorem 5.1, and the canonical system of solutions to the corresponding linear
conjugation problem, can be effectively constructed.
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Substituting various admissible values of the above determined rational functions into the
assumptions of Theorem 4.1 and Theorem 5.1, we select classes of linear conjugation problems
(1.3), which can be resolved in closed form.
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