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PERTURBATION THEORY METHODS IN PROBLEM OF

PARAMETRIC RESONANCE FOR LINEAR PERIODIC

HAMILTONIAN SYSTEMS

M.G. YUMAGULOV, L.S. IBRAGIMOVA, A.S. BELOVA

Abstract. We consider the problem on parametric resonance for linear periodic Hamil-
tonian systems depending on a small parameter. We propose new formulae based on the
methods of the perturbation theory for linear operators in the problem on approximate
construction of multipliers for linear non-autonomous periodic Hamiltonian systems. We
focus on obtaining the formulae for the first correctors of perturbations of multiple definite
and indefinite multipliers. The proposed formulae lead to new Lyapunov stability criteria
for linear periodic Hamiltonian systems in critical cases. We consider applications to the
problem on parametric resonance in main resonances. The obtained results are formulated
in terms of the original equations and lead us to effective formulae and algorithms. The
effectiveness of the proposed formulae is demonstrated by solving the problem of plotting
the boundaries of the stability regions of triangular libration points of a planar bounded
elliptic three-body problem.
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1. Introduction

1.1. Main equations. We consider a linear periodic Hamiltonian system (LPHS) depending
on small scalar or vector parameter 𝜀:

𝑑𝑥

𝑑𝑡
= 𝐽𝐴(𝑡, 𝜀)𝑥, 𝑥 ∈ R2𝑁 , (1.1)

in which 𝐴(𝑡, 𝜀) is a real symmetric 𝑇 -periodic in 𝑡 matrix, that is, 𝐴(𝑡 + 𝑇, 𝜀) ≡ 𝐴(𝑡, 𝜀), while
the matrix 𝐽 is defined by the identity:

𝐽 =

[︂
0 𝐼
−𝐼 0

]︂
; (1.2)

here 𝐼 is the unit 𝑁 ×𝑁 matrix. We assume that
– the entries of the matrix 𝐴(𝑡, 𝜀) are continuous in 𝑡 and C𝑘-smooth in 𝜀, where 𝑘 > 1;
– the identity holds:

𝐴(𝑡, 0) ≡ 𝐴0, (1.3)

where 𝐴0 is a constant symmetric matrix.
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Condition (1.3) that as 𝜀 = 0, LPHS (1.1) is a linear autonomous Hamiltonian system
(LAHS):

𝑑𝑥

𝑑𝑡
= 𝐽𝐴0𝑥, 𝑥 ∈ R2𝑁 . (1.4)

We call system (1.4) unperturbed, while (1.1) is called perturbed system.
In the paper we discuss some issues on constructing the formulae for the first corrector

while perturbing multiple definite and indefinite multipliers of system (1.4). We consider their
applications to studying the problem on a parametric resonance in system (1.1). A more
detailed formulation will be given in what follows.

1.2. Auxiliary facts. We first briefly some auxiliary facts from the general theory of linear
Hamiltonian systems, see, for instance, [1]–[4].

We consider a linear periodic Hamiltonian system:

𝑑𝑥

𝑑𝑡
= 𝐽𝐴(𝑡)𝑥, 𝑥 ∈ R2𝑁 ; (1.5)

here 𝐴(𝑡) is a real symmetric matrix, the entries of which are continuous and 𝑇 -periodic in
𝑡 functions. In what follows, the matrix 𝐽𝐴(𝑡) involved in system (1.5) will be called, for
simplicity, Hamiltonian; in literature, other terms are also used, for instance, infinitesimal
symplectic matrix.

The multipliers of system (1.5) are the eigenvalues of its monodromy matrix 𝑉 , that is, of the
matrix 𝑉 = 𝑋(𝑇 ), where 𝑋(𝑡) is a fundamental matrix of solutions (FMS) of system (1.5). As
a FMS of system (1.5), we consider the solution to the matrix Cauchy problem: 𝑋 ′ = 𝐽𝐴(𝑡)𝑋,
𝑋(0) = 𝐼; here 𝐼 is the identity matrix of dimension 2𝑁 .

The following facts hold:

– Let LPHS (1.5) possesses a multiplier 𝜇0. Then 𝜇0 ̸= 0 and the numbers
1

𝜇0

, 𝜇0,
1

𝜇0
are also the multipliers of LPHS (1.5) and they are of the same algebraic and geometric
multiplicity and are of the same index.

– If LPHS (1.5) has a multiplicator 1 (or −1), then this multiplier has an even algebraic
multiplicity.

– LPHS (1.5) is stable if and only if all its multipliers 𝜇 are located on the unit circumference,
that is, |𝜇| = 1, and are semi-simple. At that, LPHS (1.5) is not necessarily asymptotically
stable.

Together with (1.5), we shall also consider a perturbed LPHS of form:

𝑑𝑥

𝑑𝑡
= 𝐽𝐴(𝑡)𝑥, 𝑥 ∈ R2𝑁 , (1.6)

in which 𝐴(𝑡) is a small perturbation of the matrix 𝐴(𝑡) in the class of symmetric, continuous
and 𝑇 -periodic matrices.

Let all multipliers 𝜇 of system (1.5) be located on the unit circle, that is, |𝜇| = 1, and be
simple. Let 𝜇0 be one of these multipliers. Then for small perturbations system (1.6) also has
a simple multiplier 𝜇̃ close to 𝜇0 and |𝜇̃| = 1. The stability property of system (1.5) in this case
do not change: it remains stable.

Now let system (1.5) has a multiple multiplier 𝜇0 such that |𝜇0| = 1 and other multipliers are
still simple and are located on the unit circumference. For simplicity, let this multiplicity be 2.
Then while passing from (1.5) to a perturbed system (1.6), the multiplier 𝜇0 usually splits into
two simple multipliers 𝜇1 and 𝜇2. At that, two cases are possible:
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a) 𝜇2 = 1/𝜇1 : |𝜇1| < 1 < |𝜇2|;
b) |𝜇1| = |𝜇2| = 1.

In Case a), perturbed system (1.6) becomes unstable, while in Case b) it is stable.
Rigorously speaking, the question on which of Cases a) or b) is chosen by system (1.5)

under the splitting of a multiple multiplier 𝜇0 depends not only on the properties of perturbed
system (1.6) but also on unperturbed system (1.5). Namely, multiple multipliers are divided into
two types: definite and indefinite, see, for instance, [2]. If a multiple multiplier 𝜇0 is definite,
then for each sufficiently small linear periodic Hamiltonian perturbation of system (1.5) the
multiplier 𝜇0 can split only via Case b), that is, the multiplier 𝜇1 and 𝜇2 stay on the unit
circumference. If the multiple multiplier 𝜇0 is indefinite, then there exist small perturbations
which move these multipliers away from the unit circumference.

The notion of the definiteness of the multipliers is related with another important notion of
the theory of LPHS. We say, see, for instance, [2], [5], that system (1.5) is strongly (paramet-
rically) stable if it and all its small linear periodic Hamiltonian perturbations are stable in the
Lyapunov sense. In other words, system (1.5) is strongly (parametrically) stable if this system
and close to it perturbed systems (1.6) are stable.

The following statement is of an important value, see, for instance, [2], [5].

Theorem 1.1 (Krein-Gelfand-Lidskii). System (1.5) is strongly stable if and only if

1) all its multipliers are semi-simple and their absolute values are equal to one;
2) the numbers ±1 are not its multipliers;
3) all its multiple multipliers are definite.

2. Formulation of problem

We return back to main systems (1.1) and (1.4).
For unperturbed autonomous system (1.4), the monodromy matrix 𝑉 in the 𝑇 -periodic prob-

lem reads as 𝑉 = 𝑒𝑇𝐽𝐴0 . The multipliers 𝜇 of system (1.4) are related with the eigenvalues
𝜆 of the matrix 𝐽𝐴0 by the identity 𝜇 = 𝑒𝑇𝜆. By the aforementioned properties of linear
Hamiltonian system and in accordance with the perturbation theory of linear operators, see,
for instance, [19]), the following holds: if the matrix 𝐽𝐴0 possesses at least one eigenvalue with
a non-zero real part, then perturbed LPHS (1.1) is unstable for all small |𝜀|.

Let all eigenvalues of the matrix 𝐽𝐴0 be pure imaginary, namely, these are numbers

± 𝑖𝜔1, ±𝑖𝜔2, . . . , ±𝑖𝜔𝑁 , (2.1)

where 𝜔𝑗 > 0. If the algebraic multiplicity of some eigenvalue 𝑖𝜔𝑚 is 𝑘, then in list (2.1) the
number 𝑖𝜔𝑚 appears exactly 𝑘 times. In this case, as 𝜀 = 0, the absolute values of all multipliers
of LPHS (1.1) are equal to one. As it has been mentioned above, the situations, when some of
these multipliers are multiple, are of a special interest.

Multiple multipliers of system (1.4) arise under one of the following condition, see, for in-
stance [1]):

S1) among number (2.1), there exists at least one 𝑖𝜔𝑚0 such that

𝜔𝑚0 =
𝜋𝑘0
𝑇

for some integer non-negative 𝑘0; (2.2)

S2) among numbers (2.1) there exists at least one pair 𝑖𝜔𝑚0 and 𝑖𝜔𝑙0 (𝑚0 ̸= 𝑙0) such that

𝜔𝑚0 − 𝜔𝑙0 =
2𝜋𝑘0
𝑇

for some integer 𝑘0. (2.3)
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Remark 2.1. Identity (2.2) means that the corresponding multiplier of system (1.4) is equal
to 1 if 𝑘0 is even or −1 if 𝑘0 is odd and this multiplier is of an even multiplicity. By Krein-
Gelfand-Lidskii theorem this implies that under identity (2.2) unperturbed system (1.4) does
not possess the property of strong stability.

Remark 2.2. Identity (2.3) means that the corresponding multiplier of system (1.4) is mul-
tiple and it equals to

𝜇0 = 𝑒𝑇𝜔𝑚0 𝑖 = 𝑒𝑇𝜔𝑙0𝑖 . (2.4)

If at the same time the numbers 𝜔𝑚0 and 𝜔𝑙0 do not satisfy relations of form (2.2), that is,
𝜔𝑚0 , 𝜔𝑙0 ̸= 𝜋𝑘/𝑇 for all integerl 𝑘, then multiplier (2.4) obeys the inequality 𝜇0 ̸= ±1.

Condition S2 covers also the case when the matrix 𝐽𝐴0 has a multiple pure imaginary eigen-
value. Namely, this is the case if identity (2.3) holds with 𝑘0 = 0: then 𝜔𝑚0𝑖 = 𝜔𝑙0𝑖.

The problem on stability of system (1.1) under conditions of type S1 or S2 is often called
problem on parametric resonance, see, for instance, [1], [7], and the relations are called para-
metric resonances. Relation (2.2) is called a simple resonance, while a relation of type (2.3) is
called combinational resonance. In view of this we mention that relations (2.2) and (2.3) can
be represented in an universal form:

𝑛1𝜔𝑚0 + 𝑛2𝜔𝑙0 =
2𝜋𝑘0
𝑇

,

in which 𝑛1 and 𝑛2 are integer numbers such that |𝑛1| + |𝑛2| = 2. In this case one says about
a second order resonance.

A lot of works are devoted to studying the stability of linear Hamiltonian systems with
a periodic perturbation, in particular, to the problem on parametric resonance. The most
part of studies are based on renormalization methods of linear Hamiltonian systems and on a
transformation of the Hamiltonian of system (1.1) by means of a canonical change of variables.
In this direction, a series of important results was obtained, see, for instance, [1], [11]–[17].

Other approaches to studying the problem on parametric resonance are based on the clas-
sical perturbation theory of linear operators. It should be said that direct application of the
methods of general theory is not of interest since this way, as a rule, is extremely cumbersome
and therefore is not applied in practice. At the same, the main interest is related with the
modifications of these methods, which as much as possible take into consideration the features
of the problem associated with the Hamiltonian property of the systems. This approach was
developed in works by many authors, see, for instance, [2], [5]–[8].

Nowadays the researches are continued in various directions. It is most topical to develop
general approaches for investigating the problem on parametric resonance in terms of the orig-
inal equations without the need of preliminary transformation, which is often laborious and
cumbersome. The main difficulty is the problem of constructing formulae for the first correc-
tors of the multipliers of a perturbed non-autonomous periodic Hamiltonian system. In this
regard, we point out that the formulae known in the literature, as a rule, are aimed at studying
autonomous systems, see, for instance, [5], [8], [10], [18].

In the present paper we study the problem on parametric resonance for LPHS (1.1) under
Conditions S1 and S2. We provide new formulae for the first correctors while approximately
constructing the multipliers for system (1.1) taking into consideration their definiteness or
indefiniteness. The obtained formula are used for analyzing the stability of LPHS (1.1) in the
Lyapunov sense.

The problem on parametric resonance of LPHS (1.1) is studied in the following main cases
corresponding to conditions S1 and S2:

𝑃1. The matrix 𝐽𝐴0 has a multiple (double) eigenvalue 𝜆 = 𝑖𝜔0, where 𝜔0 > 0 and 𝜔0 ̸= 𝜋𝑘/𝑇
for natural 𝑘.
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𝑃2. The matrix 𝐽𝐴0 possesses two simple eigenvalues 𝜆1 = 𝑖𝜔1 and 𝜆2 = 𝑖𝜔2, where 𝜔1, 𝜔2 > 0,
𝜔1, 𝜔2 ̸= 𝜋𝑘/𝑇 for natural 𝑘 and 𝜔1 − 𝜔2 = 2𝜋𝑘0/𝑇 for some natural 𝑘0.

𝑃3. The matrix 𝐽𝐴0 has a simple eigenvalue 𝜆 = 𝑖𝜔0, where 𝜔0 = 𝜋𝑘0/𝑇 for some natural 𝑘0.

We assume that the other eigenvalues 𝜆 of the matrix 𝐽𝐴0, different from ±𝑖𝜔0 in Cases 𝑃1

and 𝑃3 and from ±𝑖𝜔1 and ±𝑖𝜔2 in Case 𝑃2, are simple and pure imaginary, namely, they are
of form 𝜆 = 𝑖𝜔, where 𝜔 ̸= 𝜋𝑘/𝑇 for integer 𝑘. At the same time, none of these pairs satisfies
a resonance relation like one given in Case 𝑃2.

Cases 𝑃1 and 𝑃2 correspond to condition (2.3), while Case 𝑃3 does to condition (2.2). How-
ever, if in Case 𝑃1 we have 𝜔0 = 0, then it corresponds to both conditions (2.2) and (2.3).

It is convenient to represent system (1.1) in the form

𝑑𝑥

𝑑𝑡
= 𝐽 [𝐴0 + 𝜀𝑆1(𝑡) + 𝑆2(𝑡, 𝜀)]𝑥, 𝑥 ∈ R2𝑁 , (2.5)

where 𝐽 is matrix (1.2), 𝐴0 is matrix (1.3), 𝑆1(𝑡) and 𝑆2(𝑡, 𝜀) are real symmetric and 𝑇 -periodic
in 𝑡 matrices, and 𝑆2(𝑡, 𝜀) is smooth in 𝜀 and satisfies the relation ‖𝑆2(𝑡, 𝜀)‖ = 𝑂(𝜀2) as 𝜀 → 0
uniformly in 𝑡.

3. Case 𝑃1

We begin studying of problem from Case 𝑃1. This case is partitioned into subcases, when the
eigenvalue 𝜆 = 𝑖𝜔0 is semi-simple (subcase 𝑃 1

1 ) or not (subcase 𝑃 2
1 ). We proceed to considering

these subcases.

3.1. Subcase 𝑃 1
1 . Let the matrix 𝐽𝐴0 has a semi-simple (double) eigenvalue 𝑖𝜔0, where

𝜔0 > 0 and 𝜔0 ̸= 𝜋𝑘/𝑇 for natural 𝑘. We denote by 𝑉 (𝜀) the monodromy matrix of perturbed
system (2.5). Then 𝑉0 = 𝑒𝐽𝐴0𝑇 is the monodromy matrix of unperturbed matrix (1.4). In the
considered subcase the matrix 𝑉0 has a semi-simple eigenvalue 𝜇0 = 𝑒𝑖𝜔0𝑇 of multiplicity 2. We
note that since 𝜔0 ̸= 𝜋𝑘/𝑇 for natural 𝑘, then for 𝜔0 > 0 we have the inequality 𝜇0 ̸= ±1. We
also note that as 𝜔0 > 0 the multiplier 𝜇0 of system (1.4) can be both definite and indefinite,
while as 𝜔0 = 0, it is indefinite.

Namely, as 𝜔0 > 0, two mutually exclusive cases are possible, see, for instance, [2], [5]:

10 for each eigenvector 𝑒 associated with the eigenvalue 𝑖𝜔0 of the matrix 𝐽𝐴0 the relation
holds: (𝐽𝑒, 𝑒) ̸= 0;

20 there exists an eigenvector 𝑒 associated with the eigenvalue 𝑖𝜔0 of the matrix 𝐽𝐴0, for
which (𝐽𝑒, 𝑒) = 0.

In the first case the mutliplier 𝜇0 = 𝑒𝑖𝜔0𝑇 of system (1.4) is definite, while in the second case
it is indefinite.

Since the matrix 𝐽𝐴0 has a semi-simple (double) eigenvalue 𝑖𝜔0, then there exist non-zero
linearly independent vectors 𝑒, 𝑔 ∈ C2𝑁 such that

𝐽𝐴0𝑒 = 𝑖𝜔0𝑒, 𝐽𝐴0𝑔 = 𝑖𝜔0𝑔. (3.1)

The vectors 𝑒, 𝑔 are the eigenvectors also for the monodromy matrix 𝑉0 = 𝑒𝐽𝐴0𝑇 and are
associated with a semi-simple eigenvalue 𝜇0 = 𝑒𝑖𝜔0𝑇 of multiplicity 2.

The aforementioned properties of the multipliers 𝜇0 related with the definiteness and indefi-
nitenss imply the following statement.

Lemma 3.1. Let 𝜇0 be a definite multiplier of system (1.4). Then the eigenvectors 𝑒, 𝑔 of
the matrix 𝐽𝐴0 can be normalized only by one of the following identities:

(𝑖𝐽𝑒, 𝑒) = (𝑖𝐽𝑔, 𝑔) = 1 (3.2)

or
(𝑖𝐽𝑒, 𝑒) = (𝑖𝐽𝑔, 𝑔) = −1 . (3.3)
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If 𝜇0 is an indefinite multiplier, then the vectors 𝑒, 𝑔 can be normalized by the identities

(𝑖𝐽𝑒, 𝑒) = −1, (𝑖𝐽𝑔, 𝑔) = 1. (3.4)

Here the vectors 𝑒, 𝑔 can be chosen satisfying the identity:

(𝑒, 𝐽𝑔) = 0 . (3.5)

According to the perturbation theory of linear operators, see, for instance, [19]), for small
|𝜀| the matrix 𝑉 (𝜀) has a pair of eigenvalues 𝜇1(𝜀) and 𝜇2(𝜀) such that the functions 𝜇1(𝜀)
and 𝜇2(𝜀) are continuously differentiable, and 𝜇1(0) = 𝜇2(0) = 𝜇0. Moreover, they can be
represented in the form

𝜇1(𝜀) = 𝜇0 + 𝜇
(1)
1 𝜀 + 𝑂(𝜀3/2), 𝜇2(𝜀) = 𝜇0 + 𝜇

(2)
1 𝜀 + 𝑂(𝜀3/2). (3.6)

Let us provide the scheme of constructing the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in formulae (3.6).

Let the vectors 𝑒, 𝑔 be normalized in accordance with Lemma 3.1. We define a constant
matrix

𝑆0 =

∫︁ 𝑇

0

𝑆1(𝑡) 𝑑𝑡, (3.7)

where 𝑆1(𝑡) is a matrix involved in system (2.5). We let

𝑎 = (𝑆0𝑒, 𝑒), 𝑏 = (𝑆0𝑔, 𝑔), 𝑐 = (𝑆0𝑔, 𝑒). (3.8)

We note that the numbers 𝑎 and 𝑏 are real, while the number 𝑐 is in general complex.

3.1.1. Perturbation of definite mulitplier. We first consider the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in

formulae (3.6) under the assumption that 𝜇0 = 𝑒𝑖𝜔0𝑇 is a definite multiplier of system (1.4). We
note that then 𝜇0 ̸= ±1 and therefore, in formula 𝜇0 = 𝑒𝑖𝜔0𝑇 we necessarily have 𝜔0 ̸= 𝜋𝑘/𝑇
for integer 𝑘. In particular, here we should assume that 𝜔0 ̸= 0.

Theorem 3.1. Let one of normalizations (3.2) and (3.3) hold and identity (3.5) be satisfied.

Then the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in expansions (3.6) are the eigenvalues of the matrices 𝐷 =

−𝑖𝜇0𝐷0 and 𝐷 = 𝑖𝜇0𝐷0 respectively, where

𝐷0 =

[︂
𝑎 𝑐
𝑐 𝑏

]︂
. (3.9)

The proof of this and other main statements of the paper are given in Section 7.
We note that the eigenvalues 𝜆1 and 𝜆2 of matrix (3.9) are real numbers, namely, they are

roots of the quadratic equation

𝜆2 − (𝑎 + 𝑏)𝜆 + 𝑎𝑏− 𝑐𝑐 = 0. (3.10)

We provide some corollaries from Theorem 3.1.

Corollary 3.1. Let 𝜇0 be a definite multiplier of system (1.4). Let normalization (3.2) or

normalization (3.3) hold. Then the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in expansions (3.6) read as

𝜇
(1)
1 = −𝑖𝜇0𝜆1, 𝜇

(2)
1 = −𝑖𝜇0𝜆2 (𝜇

(1)
1 = 𝑖𝜇0𝜆1, 𝜇

(2)
1 = 𝑖𝜇0𝜆2 ), (3.11)

where 𝜆1 and 𝜆2 are the roots of quadratic equation (3.10).

Corollary 3.2. Let 𝜇0 be a definite multiplier of system (1.4) and normalization (3.2) or
(3.3) hold. Then for 𝜔0 > 0 unperturbed system (1.4) is strongly stable. While passing to per-
turbed system (1.1), the definite multiplier 𝜇0 splits in accordance with formulae (3.6) and (3.11)
staying on the unit circumference: |𝜇1(𝜀)| = |𝜇2(𝜀)| = 1. For small |𝜀| system (1.1) is stable.
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3.1.2. Perturbation of indefinite multiplier. Now let 𝜇0 = 𝑒𝑖𝜔0𝑇 be an indefinite multiplier of
system (1.4).

Theorem 3.2. Let normalization (3.4) and identity (3.5) hold. Then the coefficients 𝜇
(1)
1

and 𝜇
(2)
1 in expansions (3.6) are the eigenvalues of the matrix 𝐷 = 𝑖𝜇0𝐷1, where

𝐷1 =

[︂
𝑎 𝑐
−𝑐 −𝑏

]︂
. (3.12)

The eigenvalues 𝜆1 and 𝜆2 of the matrix (3.12) are the roots of the quadratic equation

𝜆2 + (𝑎− 𝑏)𝜆− 𝑎𝑏 + 𝑐𝑐 = 0 (3.13)

and therefore, they can be both real and complex. We denote by ∆ = (𝑎 + 𝑏)2 − 4𝑐𝑐 the
discriminant of equation (3.13).

We provide corollaries from Theorem 3.2.

Corollary 3.3. Let 𝜇0 be an indefinite multiplier of system (1.4) and normalization (3.4)

hold. Then the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in expansions (3.6) read as

𝜇
(1)
1 = −𝑖𝜇0𝜆1, 𝜇

(2)
1 = −𝑖𝜇0𝜆2, (3.14)

where 𝜆1 and 𝜆2 are the roots of quadratic equation (3.13). For small |𝜀|, the indefinite multiplier
𝜇0 of system (1.4) splits according to formulae (3.6) and (3.14).

Corollary 3.4. Let ∆ > 0. Then for a given perturbation 𝑆1(𝑡) of system (2.5) and all
small |𝜀| the indefinite mutliplier 𝜇0 of system (1.4) splits but stays on the unit circle: |𝜇1(𝜀)| =
|𝜇2(𝜀)| = 1. For small |𝜀| system (2.5) is stable.

Corollary 3.5. Let ∆ < 0. Then for a given perturbation 𝑆1(𝑡) of system (2.5) and all small
non-zero |𝜀| the indefinite multiplier 𝜇0 of system (1.4) splits leaving the unit circle: |𝜇1(𝜀)| < 1
and |𝜇2(𝜀)| > 1. For small non-zero |𝜀| system (2.5) is unstable.

3.2. Subcase 𝑃 2
1 . Let the matrix 𝐽𝐴0 possesses a non-semi-simple (double) eigenvalue 𝑖𝜔0,

where 𝜔0 > 0 and 𝜔0 ̸= 𝜋𝑘/𝑇 for natural 𝑘. Then the monodromy matrix 𝑉0 of unperturbed
system (1.4) has a non-semi-simple eigenvalue 𝜇0 = 𝑒𝜔0𝑇 𝑖 of multiplicity 2. According to the
perturbation theory of linear operator, for small |𝜀| the monodromy matrix 𝑉 (𝜀) of perturbed
system (2.5) has a pair of eigenvalues 𝜇1(𝜀) and 𝜇2(𝜀) such that the functions 𝜇1(𝜀) and 𝜇2(𝜀)
are continuous and 𝜇1(0) = 𝜇2(0) = 𝜇0. Moreover, they can be represented by Puiseux series:

𝜇1(𝜀) = 𝜇0 + 𝜇
(1)
1 𝜀1/2 + 𝑂(𝜀), 𝜇2(𝜀) = 𝜇0 + 𝜇

(1)
2 𝜀1/2 + 𝑂(𝜀). (3.15)

We proceed to calculating the coefficients 𝜇
(𝑗)
1 in formulae (3.15). We observe that in the

considered case there exists a pair of non-zero linearly independent vectors 𝑒, 𝑔 ∈ C2𝑁 such that
the identities hold:

𝐽𝐴0𝑒 = 𝑖𝜔0𝑒, 𝐽𝐴0𝑔 = 𝑖𝜔0𝑔 + 𝑒. (3.16)

We also mention the identities 𝑉0𝑒 = 𝜇0𝑒 and 𝑉0𝑔 = 𝜇0(𝑔 + 𝑇𝑒).
It is easy to prove the following statement.

Lemma 3.2. The relations (𝑒, 𝐽𝑒) = 0, (𝑒, 𝐽𝑔) ̸= 0 hold and the number (𝑒, 𝐽𝑔) is real. The
vector 𝑔 can be chosen by the identity

(𝑔, 𝐽𝑔) = 0. (3.17)

In what follows we suppose that identity (3.17) holds. By Lemma 3.2, the number 𝜈 =
1

(𝑒, 𝐽𝑔)
is well-defined.
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Theorem 3.3. The coefficients 𝜇
(1)
1 and 𝜇

(1)
2 in expansions (3.15) read as

𝜇
(1)
1 = 𝜇0

√︀
−𝑇𝜈(𝑆0𝑒, 𝑒), 𝜇

(1)
2 = −𝜇

(1)
1 , (3.18)

where 𝑆0 is matrix (3.7).

We note that the radicand in formula (3.18) is real.
We provide some corollaries from Theorem 3.3.

Corollary 3.6. In Subcase 𝑃 2
1 unperturbed system (1.4) is not strongly stable and respec-

tively, its multiplier 𝜇0 = 𝑒𝑖𝜔0𝑇 is indefinite. For small |𝜀| the multiplier 𝜇0 splits in accordance
with formulae (3.15) and (3.18).

Corollary 3.7. Let 𝜀𝜈(𝑆0𝑒, 𝑒) > 0. Then for a given perturbation 𝑆1(𝑡) of system (2.5), for
small |𝜀|, the multiplier 𝜇0 of system (1.4) stays on the unit circumference: |𝜇1(𝜀)| = |𝜇2(𝜀)| =
1. In this case system (2.5) is stable.

Corollary 3.8. Let 𝜀𝜈(𝑆0𝑒, 𝑒) < 0. Then for a given perturbation 𝑆1(𝑡) of system (2.5)
for corresponding small |𝜀|, the multiplier 𝜇0 of system (1.4) leaves the unit circumference
|𝜇1(𝜀)| < 1 and |𝜇2(𝜀)| > 1. In this case system (2.5) is unstable.

3.3. Case of zero eigenvalue. An important particular version of Case 𝑃1 is a situation,
when the matrix 𝐽𝐴0 has a zero eigenvalue 𝜆 = 0 of multiplicity 2. Here there are some features.

We first mention that in this situation in formulae (3.6) and (3.15) we have 𝜇0 = 1. By
Krein-Gelfand-Lidskii this implies that then system (1.4) does not possesses the property of
strong stability.

Second, the eigenvalue 𝜆 = 0 can be semi-simple or not. This is this situation will be studied
in accordance with the formulae and conclusions of Subsections 3.1.2 and 3.2.

4. Case 𝑃2

Here we consider problem on parametric resonance (2.5) in Case 𝑃2, that is, as 𝐽𝐴0 two
simple eigenvalues 𝜆1 = 𝑖𝜔1 and 𝜆2 = 𝑖𝜔2, where 𝜔1, 𝜔2 > 0, 𝜔1, 𝜔2 ̸= 𝜋𝑘/𝑇 for natural 𝑘
and 𝜔1 − 𝜔2 = 2𝜋𝑘0/𝑇 for some natural 𝑘0. Let, as above, 𝑉 (𝜀) is the monodromy matrix of
perturbed system (2.5). Then the monodromy matrix 𝑉0 = 𝑒𝐽𝐴0𝑇 of unperturbed system (1.4)
has a semi-simple eigenvalue 𝜇0 of multiplicity 2, namely, 𝜇0 = 𝑒𝑇𝜔1𝑖 = 𝑒𝑇𝜔2𝑖. At that, since
𝜔1, 𝜔2 ̸= 𝜋𝑘/𝑇 for natural 𝑘, we have 𝜇0 ̸= ±1.

For small |𝜀| the matrix 𝑉 (𝜀) has two eigenvalues 𝜇1(𝜀) and 𝜇2(𝜀) such that the functions
𝜇1(𝜀) and 𝜇2(𝜀) are continuously differentiable and can be represented in form (3.6).

Since in considered Case 𝑃2 the multiplier 𝜇0 of system (1.4) is semi-simple, the coefficients

𝜇
(1)
1 and 𝜇

(2)
1 in formulae (3.6) can be constructed by the same scheme as for Cubcase 𝑃 1

1 , see
Subsection 3.1. Here we mention just some features related to Case 𝑃2.

First, instead of identities (3.1), which hold in subcase 𝑃 1
1 , in Case 𝑃2 there exists a pair of

linearly independent vectors 𝑒, 𝑔 ∈ C2𝑁 such that the identities

𝐽𝐴0𝑒 = 𝑖𝜔1𝑒, 𝐽𝐴0𝑔 = 𝑖𝜔2𝑔

are true. These vectors are also eigenvectors of the monodromy matrix 𝑉0 = 𝑒𝐽𝐴0𝑇 associated
with the semi-simple double eigenvalue 𝜇0.

Second, although here a complete analogue of Lemma 3.1 holds true, the proof of this ana-
logue has its own features. In particular, there is no need to ensure identity (3.5) since now it
is always true.
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Finally, third, instead of numbers (3.8) in matrices (3.9) and (3.12) in Case 𝑃2 we should
employ the numbers

𝑎 = (𝑆0𝑒, 𝑒), 𝑏 = (𝑆0𝑔, 𝑔), 𝑐 =

∫︁ 𝑇

0

𝑒−2𝜋𝑖𝑘0𝑡/𝑇 (𝑆1(𝑡)𝑔, 𝑒)𝑑𝑡; (4.1)

here 𝑆0 is matrix (3.7).
In view of the mentioned features in the considered Case 𝑃2, complete analogues of Theo-

rems 3.1 and 3.2 hold as well as of their corollaries.
We note that as 𝑘0 = 0, the formulae for Case 𝑃2 coincide with the corresponding formulae of

the above considered Subcase 𝑃 1
1 . This is natural since the identity 𝑘0 = 0 means that 𝜔1 = 𝜔2,

that is, the matrix 𝐽𝐴0 has a multiple semi-simple eigenvalue 𝜆 = 𝑖𝜔0; here 𝜔0 = 𝜔1 = 𝜔2.

5. Case 𝑃3

We proceed to Case 𝑃3. Let the matrix 𝐽𝐴0 has a simple eigenvalue 𝑖𝜔0, where 𝜔0 = 𝜋𝑘0/𝑇
for some natural 𝑘0. Then the monodromy matrix 𝑉0 = 𝑒𝐽𝐴0𝑇 of unperturbed system (1.4) has
a semi-simple eigenvalue 𝜇0 of multiplicity 2, where 𝜇0 = 1 if 𝑘0 is even and 𝜇0 = −1 if 𝑘0 is
odd. It follows from Krein-Gelfand-Lidskii theorem that in the considered case system (1.4)
does not possess the property of strong stability.

For small |𝜀|, the monodromy matrix 𝑉 (𝜀) of perturbed system (2.5) possesses a pair of
eigenvalues 𝜇1(𝜀) such that 𝜇2(𝜀) 𝜇1(0) = 𝜇2(0) = 𝜇0. The functions 𝜇1(𝜀) and 𝜇2(𝜀) are
continuously differentiable and are represented in form (3.6).

Let us provide a statement about calculating the coefficients 𝜇
(𝑗)
1 in formulae (3.6). We

mention that in the considered case there exists a non-zero vector 𝑒+𝑖𝑔 ∈ C2𝑁 , where 𝑒, 𝑔 ∈ R2𝑁

such that

𝐽𝐴0(𝑒 + 𝑖𝑔) = 𝑖𝜔0(𝑒 + 𝑖𝑔). (5.1)

The vectors 𝑒, 𝑔 ∈ R2𝑁 turn out to be eigenvectors also for the monodromy matrix 𝑉0 = 𝑒𝐽𝐴0𝑇

associated with a semi-simple eigenvalue 𝜇0 of multiplicity 2.

Lemma 5.1. The inequality (𝑒, 𝐽𝑔) ̸= 0 holds.

We let

𝜈 =
1

(𝑒, 𝐽𝑔)
. (5.2)

The number (𝑒, 𝐽𝑔), and therefore, the number 𝜈 are real. We define a matrix:

𝐵 = 𝜈𝜇0

[︂
𝑎 𝑏1
𝑏2 −𝑎

]︂
, (5.3)

in which the numbers 𝑎, 𝑏1 and 𝑏2 are given by the identities:

𝑎 =

∫︁ 𝑇

0

{cos(2𝜔0𝑡) (𝑆1(𝑡)𝑒, 𝑔) − 1

2
sin(2𝜔0𝑡) [(𝑆1(𝑡)𝑔, 𝑔) − (𝑆1(𝑡)𝑒, 𝑒)]}𝑑𝑡, (5.4)

𝑏1 =

∫︁ 𝑇

0

[cos2(𝜔0𝑡) (𝑆1(𝑡)𝑔, 𝑔) + sin2(𝜔0𝑡) (𝑆1(𝑡)𝑒, 𝑒) + sin(2𝜔0𝑡) (𝑆1(𝑡)𝑒, 𝑔)]𝑑𝑡, (5.5)

𝑏2 = 𝑏1 − [(𝑆0𝑒, 𝑒) + (𝑆0𝑔, 𝑔)]; (5.6)

here 𝑆0 is matrix (3.7).

Theorem 5.1. The coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in formulae (3.6) are the eigenvalues of matrix

(5.3).



PERTURBATION THEORY METHODS IN PROBLEM OF PARAMETRIC. . . 183

We let
∆ = 𝑎2 + 𝑏1𝑏2. (5.7)

The eigenvalues 𝜆1 and 𝜆2 of matrix (5.3) are numbers 𝜆1,2 = ±𝜈𝜇0

√
∆, which can be both real

and pure imaginary. Therefore, the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in formulae (3.6) are the numbers

𝜇
(1)
1 = 𝜈𝜇0

√
∆, 𝜇

(2)
1 = −𝜇

(1)
1 . (5.8)

We provide some corollaries from Theorem 5.1.

Corollary 5.1. In Case 𝑃3 the multiplier 𝜇0 of system (1.4) is equal to 𝜇0 = 1 or 𝜇0 = −1
and is semi-simple of multiplicity 2. This multiplier is indefinite and unperturbed system (1.4)
is not strongly stable. For small |𝜀| the multiplier 𝜇0 splits in accordance with formulae (3.6)
and (5.8).

Corollary 5.2. Let ∆ < 0. Then for a given perturbation 𝑆1(𝑡) of system (2.5) for small
|𝜀| the multiplier 𝜇0 of system (1.4) stays on the unit circumference: |𝜇1(𝜀)| = |𝜇2(𝜀)| = 1. In
this case system (2.5) remains stable.

Corollary 5.3. Let ∆ > 0. Then for a given perturbation 𝑆1(𝑡) of system (2.5) for small
non-zero |𝜀| the multiplier 𝜇0 of system (1.4) leaves the unit circumference: |𝜇1(𝜀)| < 1 and
|𝜇2(𝜀)| > 1. In this case for small non-zero |𝜀| system (2.5) is unstable.

6. Appendix: stability of libration points in three bodies problem

6.1. Formulation of problem. As an application we consider the stability of triangle li-
bration points in a planar bounded elliptic three-bodies problem (PBETBP), see, for instance,
[5], [11]. This problem in the linear setting gives rise to a system of differential equations:

𝑑𝑥

𝑑𝑡
= 𝐽𝐴(𝑡, 𝜀, 𝜇)𝑥, 𝑥 ∈ R4, (6.1)

in which 𝐽 is matrix (1.2) of order 4 × 4, 𝐴(𝑡, 𝜀, 𝜇) is a symmetric matrix:

𝐴(𝑡, 𝜀, 𝜇) =

⎡⎢⎢⎢⎢⎢⎣
1 − 3

4
𝜌(𝑡, 𝜀)

3
√

3

4
(2𝜇− 1)𝜌(𝑡, 𝜀) 0 −1

3
√

3

4
(2𝜇− 1)𝜌(𝑡, 𝜀) 1 − 9

4
𝜌(𝑡, 𝜀) 1 0

0 1 1 0
−1 0 0 1

⎤⎥⎥⎥⎥⎥⎦ .

Here 𝜌(𝑡, 𝜀) = (1 + 𝜀 cos 𝑡)−1, 𝜀 is the eccentricity of Kepler orbit (0 6 𝜀 < 1), 𝜇 is a mass
parameter (0 < 𝜇 < 1). System (6.1) is a linear periodic (with a period 𝑇 = 2𝜋) Hamiltonian
system.

Numerous studies are devoted to the stability of triangle libration points in PBETBP. One
of the most interesting issues is that on constructing the stability domains for system (6.1) in
the plane of parameters (𝜇, 𝜀). The main known results are presented in monograph [11]. The
researches in this directions are still active, see, for instance, [22]–[25].

On Figure 1, we draw the stability and instability domains for system (6.1) for small values
of 𝜇.

The crosshatched region corresponds to the stability. The boundary of the domain is formed
by three continuous curves 𝛤1, 𝛤2 and 𝛤3. These curves approach the axis 𝜇 at the points

𝜇0 =
1

2
−

√
2

3
= 0, 028595..., 𝜇* =

1

2
−

√
69

18
= 0, 038520... . (6.2)

In this section, as an illustration of the above results, we discuss the construction of tangen-
tials to the curves 𝛤1, 𝛤2 and 𝛤3 at the points (𝜇0, 0) and (𝜇*, 0), respectively.
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Figure 1. Stability domain of triangle libration points

6.2. Auxiliary constructions. As 𝜀 = 0, system (6.1) is autonomous:

𝑑𝑥

𝑑𝑡
= 𝐽𝐴0(𝜇)𝑥, 𝑥 ∈ R4, (6.3)

where 𝐽𝐴0(𝜇) is a Hamiltonian matrix:

𝐽𝐴0(𝜇) =

⎡⎢⎢⎢⎢⎢⎣
0 1 1 0
−1 0 0 1

−1

4

3
√

3

4
(1 − 2𝜇) 0 1

3
√

3

4
(1 − 2𝜇)

5

4
−1 0

⎤⎥⎥⎥⎥⎥⎦ . (6.4)

An analysis of the characteristic equation of matrix (6.4) shows that

1𝑜 the matrix 𝐽𝐴0(𝜇0) has a pair of pure imaginary eigenvalues of form ±𝑖𝜔0, where 𝜔0 =
1/2. Two other its eigenvalues are the numbers ±𝑖𝜔1, where 𝜔1 =

√
3/2. Thus, as

𝜇 = 𝜇0, condition of type (2.2) holds, or, what is the same, the conditions of Case 𝑃3, see
Subsection 5. As 𝜇 = 𝜇0, system (6.3) has a multiplier 𝜂0 = 𝑒𝑖𝜔02𝜋 = −1 being semi-simple
of multiplicity two and indefinite.

2𝑜 the matrix 𝐽𝐴0(𝜇
*) has a pair of non-semi-simple double pure imaginary eigenvalues of

form ±𝑖𝜔0, where 𝜔0 = 1/
√

2. Thus, as 𝜇 = 𝜇*, condition of type (2.3) holds, or, what is
the same, the conditions of Case 𝑃1, namely, of Subcase 𝑃 1

2 , see Subsection 3.2. As 𝜇 = 𝜇*,

system (6.3) has a multiplier 𝜂0 = 𝑒𝑖𝜋
√
2, which is semi-simple, double and indefinite.

Thus, problem on stability of system (6.1) as 𝜇 = 𝜇0 and as 𝜇 = 𝜇* for small values of 𝜀 is
a problem on parametric resonance. For 𝜇 = 𝜇0, the resonance is simple, while for 𝜇 = 𝜇* the
resonance is combinatorial.

We proceed to studying the stability of system (6.1) under the conditions of Cases 1𝑜 and 2𝑜.

6.3. Case 1𝑜. We consider the stability of system (6.1) as 𝜇 is close to 𝜇0 and 𝜀 is small.
Namely, we study this problem for the values (𝜇, 𝜀) located on the straight line

𝜇 = 𝜇0 + 𝑚𝜀, (6.5)

where 𝑚 is some fixed coefficient.
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Substituting (6.5) into (6.1) and making appropriate transformations with (6.2) taken into
consideration, we obtain the system

𝑑𝑥

𝑑𝑡
= 𝐽 [𝐴0 + 𝜀𝑆1(𝑡) + 𝑆2(𝑡, 𝜀)]𝑥, 𝑥 ∈ R4, (6.6)

where

𝐽𝐴0 = 𝐽𝐴(𝜇0) =

⎡⎢⎢⎢⎢⎢⎣
0 1 1 0
−1 0 0 1

−1

4

√
6

2
0 1

√
6

2

5

4
−1 0

⎤⎥⎥⎥⎥⎥⎦ ,

𝐽𝑆1(𝑡) = −𝑚𝐴1 − cos 𝑡𝐴2,

𝐴1 =
3
√

3

2

⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0

⎤⎥⎥⎦ , 𝐴2 =

⎡⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0

3

4

√
6

2
0 0

√
6

2

9

4
0 0

⎤⎥⎥⎥⎥⎥⎦ ,

the matrix 𝑆2(𝑡, 𝜀) is symmetric, continuous and 2𝜋-periodic in 𝑡, smooth in 𝜀 and satisfies the
relation ‖𝑆2(𝑡, 𝜀)‖ = 𝑂(𝜀2) as 𝜀 → 0 uniformly in 𝑡.

System (6.6) is one of form (2.5). In order to study the stability of system (6.6) we employ
Theorem 5.1. First we should construct matrix (5.3). This requires to construct an eigenvector
𝑒 + 𝑖𝑔 associated with the eigenvalue 𝑖/2 of the matrix 𝐽𝐴0. As 𝑒 and 𝑔 we can take, for
instance, the vectors

𝑒 =

⎡⎢⎢⎣
8

−2
√

6

3
√

6/2
7

⎤⎥⎥⎦ , 𝑔 =

⎡⎢⎢⎣
√

6
2
2
0

⎤⎥⎥⎦ .

The numbers 𝑇 , 𝜔0, 𝜇0 (which is redenoted here by 𝜂0) and 𝜈 involved in formulae (5.3)-(5.6)
read as

𝑇 = 2𝜋, 𝜔0 =
1

2
, 𝜂0 = −1, 𝜈 = −1/7.

We are in position to calculate the entries of matrix (5.3); after simple calculations we obtain:

𝐵 =
𝜋

28

[︂
−4

√
6 39 − 504

√
2𝑚

39 + 504
√

2𝑚 4
√

6

]︂
.

In particular, number (5.7) here is as follows: ∆ = 49𝜋2 (33/16 − 648𝑚2).
By Corollary 5.1 we then obtain that a multiple multiplier 𝜂0 = −1 of system (6.3) with

𝜇 = 𝜇0 splits in accordance with formulae (3.6) and (5.8) while passing to system (6.6). In our
case these formulae are of the form:

𝜂1(𝜀) = −1 + 𝜂
(1)
1 𝜀 + 𝑂(𝜀3/2), 𝜂2(𝜀) = −1 + 𝜂

(2)
1 𝜀 + 𝑂(𝜀3/2) ;

here

𝜂
(1)
1 =

1

7

√
∆, 𝜂

(2)
1 = −𝜂

(1)
1 .

Then by Corollaries 5.2 and 5.3 we obtain that the change of the nature of the stability of
system (6.6) occurs as ∆ = 0, that is, for the values 𝑚 defined by the identities 𝑚 = ±𝑘0,
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where

𝑘0 =

√︂
11

3456
.

At that, systemn (6.6) is unstable if −𝑘0 < 𝑚 < 𝑘0 and it is stable if 𝑚 < −𝑘0 or 𝑚 > 𝑘0. This
implies that the straight lines

𝜇 = 𝜇0 + 𝑘0𝜀 , 𝜇 = 𝜇0 − 𝑘0𝜀

are the sought tangentials to the curves 𝛤1 and 𝛤2 at the point (𝜇0, 0).

6.4. Case 2𝑜. We consider the stability of problem (6.1) for 𝜇 close to 𝜇* and for small 𝜀.
Namely, we shall study this problem for the values (𝜇, 𝜀) located on the straight line

𝜇 = 𝜇* + 𝑚𝜀, (6.7)

where 𝑚 is some fixed coefficient.
Substituting (6.7) into (6.1) and making corresponding transformations, we obtain system of

form (6.6), in which

𝐽𝐴0 = 𝐽𝐴(𝜇*) =

⎡⎢⎢⎣
0 1 1 0
−1 0 0 1

−1
4

√
23
4

0 1√
23
4

5
4

−1 0

⎤⎥⎥⎦ ,

𝐽𝑆1(𝑡) = −𝑚𝐴1 − cos 𝑡𝐴2,

𝐴1 =
3
√

3

2

⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0

⎤⎥⎥⎦ , 𝐴2 =

⎡⎢⎢⎣
0 0 0 0
0 0 0 0
3
4

√
23
4

0 0√
23
4

9
4

0 0

⎤⎥⎥⎦ .

In order to study the stability of the obtained problem, we employ Theorem 3.3. We should
determine numbers (3.18). In its turn, this requires to construct a pair of non-zero linearly
independent vectors 𝑒, 𝑔 ∈ C2𝑁 such that identities (3.16) holds as 𝜔0 = 1/

√
2. These vectors

and the eigenvector and the adjoint one, respectively, for the monodromy matrix 𝑉0 = 𝑒𝐽𝐴0𝑇 .

They are associated with the double eigenvalue 𝑒𝑖
√
2𝜋; namely, the identities hold:

𝑉0𝑒 = 𝑒𝑖
√
2𝜋𝑒, 𝑉0𝑔 = 𝑒𝑖

√
2𝜋(𝑔 + 𝑇𝑒).

As 𝑒 and 𝑔 we can take, for instance, the vectors

𝑒 =

⎡⎢⎢⎣
8
√

2 − 2𝑖
√

23
10𝑖√

46 − 2𝑖

3
√

2 − 2𝑖
√

23

⎤⎥⎥⎦ , 𝑔 =
1

3
√

2 − 2𝑖
√

23

⎡⎢⎢⎣
−4

(︀
9
√

23 + 16𝑖
√

2
)︀

68 − 16𝑖
√

46

−
(︀
48 + 24𝑖

√
46
)︀

0

⎤⎥⎥⎦ .

The numbers 𝑇 , 𝜔0, 𝜇0 (which is redenoted here by 𝜂0) and 𝜈 involved in formulae (3.16) and
(3.18) are as follows:

𝑇 = 2𝜋, 𝜔0 =
1√
2
, 𝜂0 = 𝑒𝑖𝜋

√
2, 𝜈 =

1

160
.

By Corollary 3.6 this implies that a multiple multiplier 𝜂0 = 𝑒𝑖𝜋
√
2 of system (6.3) with 𝜇 = 𝜇*

splits according to formulae (3.15) and (3.18) while passing to system (6.6). In our case these
formulae read as

𝜂1(𝜀) = 𝜂0 + 𝜂
(1)
1 𝜀1/2 + 𝑂(𝜀), 𝜂2(𝜀) = 𝜂0 + 𝜂

(2)
1 𝜀1/2 + 𝑂(𝜀) ;
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here

𝜂
(1)
1 =

1√
2
𝑒𝑖𝜋

√
2 4
√

621
√
𝑚𝜋, 𝜂

(1)
2 = −𝜂

(1)
1 .

Then by Corollaries 3.7 and 3.8 we obtain that the nature of the stability of system (6.6)
changes as 𝑚 = 0. Then system (6.6) is unstable (stable) if 𝑚 > 0 (𝑚 < 0). This yields that
the vertical straight line 𝜇 = 𝜇* is the sought tangential to the curve 𝛤3 at the point (𝜇*, 0).

7. Proof of main statements

7.1. Auxiliary constructions. We first recall some auxiliary statements obtained earlier
by the authors of the present paper, see [20], [21].

Let 𝐴(𝜀) be a real square matrix smoothly depending on the parameter 𝜀. First we suppose
that the matrix 𝐴0 = 𝐴(0) has a semi-simple double eigenvalue 𝜆0 (real or complex). Then
for small |𝜀| the matrix 𝐴(𝜀) possesses two eigenvalues 𝜆(1)(𝜀) and 𝜆(2)(𝜀) such that 𝜆(1)(0) =
𝜆(2)(0) = 𝜆0. The mentioned functions are continuously differentiable and are represented as

𝜆(1)(𝜀) = 𝜆0 + 𝜀𝜆
(1)
1 + 𝑂(𝜀3/2), 𝜆(2)(𝜀) = 𝜆0 + 𝜀𝜆

(2)
1 + 𝑂(𝜀3/2). (7.1)

In the considered case there exist two pairs of linearly independent vectors 𝑒, 𝑔 ∈ C𝑁 and
𝑒*, 𝑔* ∈ C𝑁 such that

𝐴0𝑒 = 𝜆0𝑒, 𝐴0𝑔 = 𝜆0𝑔, 𝐴*
0𝑒

* = 𝜆0𝑒
*, 𝐴*

0𝑔
* = 𝜆0𝑔

*.

The vectors 𝑒, 𝑔, 𝑒*, 𝑔* can be normalized in accordance with the identities

(𝑒, 𝑒*) = (𝑔, 𝑔*) = 1, (𝑒, 𝑔*) = (𝑔, 𝑒*) = 0. (7.2)

Theorem 7.1. The coefficients 𝜆
(1)
1 and 𝜆

(2)
1 in formulae (7.1) are the eigenvalues of the

matrix

𝐷 =

[︂
(𝐴1𝑒, 𝑒

*) (𝐴1𝑔, 𝑒
*)

(𝐴1𝑒, 𝑔
*) (𝐴1𝑔, 𝑔

*)

]︂
, (7.3)

where 𝐴1 = 𝐴′(0).

Now suppose that the matrix 𝐴0 = 𝐴(0) possesses a non-semi-simple double eigenvalue 𝜆0

(real or complex). Then for small |𝜀| the matrix 𝐴(𝜀) has two eigenvalues 𝜆(1)(𝜀) and 𝜆(2)(𝜀)
such that 𝜆(1)(0) = 𝜆(2)(0) = 𝜆0. These functions are continuous and can be represented by
Puiseux expansions:

𝜆(1)(𝜀) = 𝜆0 + 𝜀1/2𝜆
(1)
1 + 𝑂(𝜀), 𝜆(2)(𝜀) = 𝜆0 + 𝜀1/2𝜆

(2)
1 + 𝑂(𝜀). (7.4)

In the considered case, there exist two pairs of linearly independent vectors 𝑒, 𝑔 ∈ C𝑁 and
𝑒*, 𝑔* ∈ C𝑁 such that

𝐴0𝑒 = 𝜆0𝑒, 𝐴0𝑔 = 𝜆0𝑔 + 𝑒, 𝐴*
0𝑒

* = 𝜆0𝑒
*, 𝐴*

0𝑔
* = 𝜆0𝑔

* + 𝑒*.

The vectors 𝑒, 𝑔, 𝑒*, 𝑔* can be normalized according to the identities:

(𝑒, 𝑔*) = (𝑔, 𝑒*) = 1, (𝑒, 𝑒*) = (𝑔, 𝑔*) = 0. (7.5)

Theorem 7.2. The coefficients 𝜆
(1)
1 and 𝜆

(2)
1 in expansions (7.4) are the numbers

𝜆
(1)
1 =

√︀
(𝐴1𝑒, 𝑒*), 𝜆

(2)
1 = −𝜆

(1)
1 ;

here 𝐴1 = 𝐴′(0).

Without explicit refereeing, we shall make use of the following properties of matrix (1.2):

det 𝐽 = det 𝐽−1 = 1, 𝐽−1 = 𝐽* = −𝐽, Re(𝐽𝑥, 𝑥) = 0 for all 𝑥 ∈ C2𝑁 .
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7.2. Proof of Theorems 3.1 and 3.2. We restrict ourselves by proving Theorem 3.1;
Theorem 3.2 can be proved in the same way.

By Theorem 7.1, the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in expansions (3.6) are the eigenvalues of the

matrix

𝐷 =

[︂
(𝑉1𝑒, 𝑒

*) (𝑉1𝑔, 𝑒
*)

(𝑉1𝑒, 𝑔
*) (𝑉1𝑔, 𝑔

*)

]︂
; (7.6)

here 𝑉1 = 𝑉 ′(0).
For the sake of definiteness, we suppose that under the assumptions of Theorem 3.1 normal-

ization (3.2) holds. Then as the vectors 𝑒* and 𝑔* in matrix (7.6) we employ

𝑒* = −𝑖𝐽𝑒, 𝑔* = −𝑖𝐽𝑔, (7.7)

where 𝑒 and 𝑔 are the vectors from (3.1). Vectors (7.7) are linearly independent eigenvectors of
the matrix (𝐽𝐴0)

* associated with the eigenvalue 𝜆 = −𝜔0𝑖, that is, they satisfy the identities

(𝐽𝐴0)
*𝑒* = −𝜔0𝑖𝑒

*, (𝐽𝐴0)
*𝑔* = −𝜔0𝑖𝑔

*. (7.8)

By identities (3.2) and (3.5), the vectors 𝑒, 𝑔, 𝑒*, 𝑔* satisfy normalization conditions (7.2).
The monodromy matrix 𝑉 (𝜀) of system (2.5) can be represented as follows, see, for instance,

[21]):

𝑉 (𝜀) = 𝑉0 + 𝜀𝑉1 + 𝑉2(𝜀); (7.9)

here 𝑉0 = 𝑒𝐽𝐴0𝑇 ,

𝑉1 = 𝑉 ′(0) = 𝑒𝐽𝐴0𝑇

𝑇∫︁
0

𝑒−𝐽𝐴0𝜏𝐽𝑆1(𝜏)𝑒𝐽𝐴0𝜏𝑑𝜏, (7.10)

and 𝑉2(𝜀) is a continuously differentiable matrix satisfying the condition: ‖𝑉2(𝜀)‖ = 𝑂(|𝜀|2) as
𝜀 → 0.

We substitute matrix (7.10) into (7.6) and taking into consideration identities (7.7), we
complete the proof of Theorem 3.1.

7.3. Proof of Theorem 3.3. By the vectors 𝑒 and 𝑔 in identities (3.16) we define new
vectors:

𝑒1 = 𝑒, 𝑔1 =
1

𝑇𝜇0

𝑔, 𝑒*1 = −𝛼𝐽𝑒, 𝑔*1 =
1

𝑇𝜇0

𝛼𝐽𝑔,

where 𝛼 is a non-zero coefficient, which is, in general, complex-valued. These vectors satisfy
the identities:

𝑉0𝑒1 = 𝜇0𝑒1, 𝑉0𝑔1 = 𝜇0𝑔1 + 𝑒1, 𝑉 *
0 𝑒

*
1 = 𝜇0𝑒

*
1, 𝑉 *

0 𝑔
*
1 = 𝜇0𝑔

*
1 + 𝑒*1.

At the same time, the vectors 𝑒1, 𝑔1, 𝑒
*
1, 𝑔

*
1 can be normalized in accordance with analogues of

identities (7.5) by letting 𝛼 = 𝑇𝜇0/(𝑒, 𝐽𝑔).
To complete the proof of Theorem 3.3 it remains to apply Theorem 7.2 to matrix (7.9).

7.4. Proof of Lemma 5.1. By vectors 𝑒, 𝑔 ∈ R2𝑁 involved in identity (5.1) we define real
vectors 𝑒* = 𝐽𝑔 and 𝑔* = 𝐽𝑒. Then

(𝐽𝐴0)
*(𝑔* + 𝑖𝑒*) = −𝜔0𝑖(𝑔

* + 𝑖𝑒*),

that is, the vector 𝑔*+𝑖𝑒* is an eigenvectors of the matrix (𝐽𝐴0)
* associated with the eigenvalue

𝜆 = −𝜔0𝑖.
According to the spectral theory of linear operators, see, for instance, [19], the space R2𝑁

can be represented as a direct sumR2𝑁 = 𝐸0 ⊕ 𝐸0 of invariant subspaces of the operator 𝐽𝐴0.
Here 𝐸0 is the root subspace associated with the eigenvalues 𝜆0 = ±𝜔0𝑖 of the operator 𝐽𝐴0,
while 𝐸0 is the root subspaces associated with the rest of the spectrum of this operator. The
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space 𝐸0 is two-dimensional with a basis formed by 𝑒 and 𝑔. This space can be defined by the
identity 𝐸0 = {𝑣 : (𝑣, 𝑒*) = (𝑣, 𝑔*) = 0}.

Let us show that |(𝑒, 𝑒*)| + |(𝑒, 𝑔*)| > 0. Indeed, assuming the opposite we get (𝑒, 𝑒*) =
(𝑒, 𝑔*) = 0, that is, 𝑒 ∈ 𝐸0. On the other hand, by construction 𝑒 ∈ 𝐸0. This is possible only
if 𝑒 = 0, but this contradicts to the fact that 𝑒 is an eigenvector.

To complete the proof of the lemma, it remains to note that (𝑒, 𝑒*) = (𝑒, 𝐽𝑔) and (𝑒, 𝑔*) =
(𝑒, 𝐽𝑒) = 0.

7.5. Proof of Theorem 5.1. By Theorem 7.1 the coefficients 𝜇
(1)
1 and 𝜇

(2)
1 in expan-

sions (3.6) are the eigenvalues of matrix (7.6), in which 𝑉1 = 𝑉 ′(0) and the vectors 𝑒 and
𝑔 come from identity (5.1). As the vectors 𝑒* and 𝑔* we use the vectors

𝑒* = 𝜈𝐽𝑔, 𝑔* = 𝜈𝐽𝑒, (7.11)

where 𝜈 is number (5.2).
The entries of matrix (7.6) can be found by means of formulae (7.10) and (7.11). After

appropriate transformations we obtain that matrix (7.6) coincides with matrix (5.3).
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